
Phys. Fluids 33, 093105 (2021); https://doi.org/10.1063/5.0061939 33, 093105

© 2021 Author(s).

Flow transitions on a cambered airfoil at
moderate Reynolds number
Cite as: Phys. Fluids 33, 093105 (2021); https://doi.org/10.1063/5.0061939
Submitted: 30 June 2021 . Accepted: 01 September 2021 . Published Online: 15 September 2021

J. D. Tank,  B. F. Klose,  G. B. Jacobs, et al.

COLLECTIONS

Paper published as part of the special topic on Tribute to Frank M. White on his 88th Anniversary

ARTICLES YOU MAY BE INTERESTED IN

Spread of virus laden aerosols inside a moving sports utility vehicle with open windows: A
numerical study
Physics of Fluids 33, 095117 (2021); https://doi.org/10.1063/5.0061753

Toward understanding the mass flow generate noise in the inlet duct engine measurement
AIP Conference Proceedings 2366, 040006 (2021); https://doi.org/10.1063/5.0060531

Numerical analysis on the tail boom structure of LSU-05 NG aircraft with cross-section profile
variation
AIP Conference Proceedings 2366, 040003 (2021); https://doi.org/10.1063/5.0060168

https://images.scitation.org/redirect.spark?MID=176720&plid=1517092&setID=379031&channelID=0&CID=553971&banID=520430996&PID=0&textadID=0&tc=1&type=tclick&mt=1&hc=fd1c72ecb1f3dc5d3ee9f65b5b770b49ce497fc6&location=
https://doi.org/10.1063/5.0061939
https://doi.org/10.1063/5.0061939
https://aip.scitation.org/author/Tank%2C+J+D
https://orcid.org/0000-0002-8069-7885
https://aip.scitation.org/author/Klose%2C+B+F
https://orcid.org/0000-0001-5074-0638
https://aip.scitation.org/author/Jacobs%2C+G+B
/topic/special-collections/fmw2021?SeriesKey=phf
https://doi.org/10.1063/5.0061939
https://aip.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0061939
http://crossmark.crossref.org/dialog/?doi=10.1063%2F5.0061939&domain=aip.scitation.org&date_stamp=2021-09-15
https://aip.scitation.org/doi/10.1063/5.0061753
https://aip.scitation.org/doi/10.1063/5.0061753
https://doi.org/10.1063/5.0061753
https://aip.scitation.org/doi/10.1063/5.0060531
https://doi.org/10.1063/5.0060531
https://aip.scitation.org/doi/10.1063/5.0060168
https://aip.scitation.org/doi/10.1063/5.0060168
https://doi.org/10.1063/5.0060168


Flow transitions on a cambered airfoil at moderate
Reynolds number

Cite as: Phys. Fluids 33, 093105 (2021); doi: 10.1063/5.0061939
Submitted: 30 June 2021 . Accepted: 1 September 2021 .
Published Online: 15 September 2021

J. D. Tank,1 B. F. Klose,2 G. B. Jacobs,2 and G. R. Spedding1,a)

AFFILIATIONS
1University of Southern California, Los Angeles, California 90089-1191, USA
2San Diego State University, San Diego, California 92182-1308, USA

Note: This paper is part of the special topic, Tribute to Frank M. White on his 88th Anniversary.
a)Author to whom correspondence should be addressed: geoff@usc.edu

ABSTRACT

A combined experimental and numerical study is performed to investigate the flow field and associated aerodynamic forces on a cambered
airfoil. The Reynolds number is low enough to ensure importance of viscous dynamics, and high enough so that instability and transition to
turbulence can occur. The flow fields are complex and their correct description is essential in understanding the nonlinear curves describing
the variation of lift and drag coefficients with angle of attack, a. As a is increased from 0, the flow states go through a number of qualitatively
distinct phases. At low to moderate a, the laminar boundary layer separates before the trailing edge, and as the separation point moves
forward, instabilities of the detached shear layer form coherent vortices over the upper (suction) surface. At a critical angle, acrit, instabilities
in the shear layer grow fast enough to transition to turbulence, which then leads to reattachment before the trailing edge. In this flow state,
lift is increased and drag decreases. Hence, in order to understand the aerodynamics at this scale, we need to understand the viscous
dynamics of the boundary layer, as elegantly described and analyzed by Frank White.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0061939

I. INTRODUCTION

In his monograph/textbook Viscous Fluid Flow,1 Frank White
argues that the biggest breakthrough in practical fluids engineering
came from Prandtl’s demarcation of a flow into two parts: one being a
thin boundary layer to which viscous effects are confined and an outer
flow where the elegant mathematics of inviscid solutions could be pur-
sued. Such a partition forms the basis of almost all practical aeronau-
tics, enabled by the fact that characteristic speeds U and length scales L
in air are such that Reynolds numbers, Re¼UL/� (�¼q/l is the kine-
matic viscosity) take on values of 106 or more. That is no longer
the case as problems in design of flight vehicles at small scales and/or
high altitudes lead to significant interest in lower Re domains.
Paradoxically, the decrease in speeds and length scales of interest now
makes the fluid mechanics potentially much more complex, with
greatly increased sensitivity to geometry and atmospheric variations.
Previously routine prediction and measurement of airfoil and wing
performance become more difficult as Rec (where the chord length c
is used for L; we follow this aeronautical convention and drop the
c-subscript) falls below 105. The thorough documentation of wind tun-
nel tests by Selig and colleagues2–6 demonstrated quite clearly how lift:
drag polars developed non-monotonic behavior at low Re, and how

tests from different facilities could report different results from nomi-
nally identical conditions. Further wind tunnel tests7–10 on specific
airfoil geometries for specific applications showed that both testing
and airfoil design at these low Re were complicated by non-negligible
viscous effects, and among these are the development of complex
coherent structures that can form and influence the global flow (e.g.,
Ref. 11). The comment in Ref. 12 that the aerodynamic performance is
strongly influenced by the properties of the viscous boundary layer, in
particular by its comparatively poor resistance to separation, has been
borne out in practice many times. There is a range of Re, approxi-
mately from 104 to 105, where the laminar boundary layer always sepa-
rates within one chord length but where instabilities of the separated
shear layer may have growth rates large enough for transition to turbu-
lence, when the flow may reattach in a time-averaged sense. The
region between separation and reattachment is termed a laminar sepa-
ration bubble (LSB). The dynamics of the LSB are affected by an array
of two- and three-dimensional instabilities and also by upstream prop-
agation of acoustic modes originating from vortex shedding at the
trailing edge. The detailed dynamics of the LSB have been investigated
in experiment13–15 and in computations either in DNS16–18 or with a
Large Eddy Simulation.19,20
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At moderate Re (as defined above), the transition from laminar
separated flow to a transitional flow resulting in an LSB can lead to
sudden (over 1� in a) and significant changes in integrated aerody-
namic force coefficients. Denoting the state of laminar separation
without reattachment SI and reattachment following LSB formation
SII, experiments on the Eppler 387 airfoil at moderate Re showed that
the SI–SII transition could lead to increases in L/D of greater than
40%, through increase in L and decrease in D.21 The changes in L/D
could be achieved in SI–SII transitions forced through active or passive
control measures,22–24 thereby exploiting the intrinsic sensitivities of
the separation-prone boundary layer. Abrupt changes in cl have nota-
bly been documented in Ref. 8 at Re¼ 4 � 104 on a NACA (National
Advisory Committee for Aeronautics) 66–018 airfoil, and the force
coefficients were strongly affected by acoustic excitation at a particular
frequency. The production and amplification of Kelvin–Helmholtz
spanwise vortices have been described in further detailed experi-
ments11,25–28 where the dependence of roll-up location on both Re and
a has been discussed.

Because the global flow is ultimately determined by the viscous
conditions at suction surface, a number of detailed experimental and
computational studies have focused on the LSB itself in experiments
where the stable LSB is an integral part of a specially designed airfoil
(e.g., Refs. 14 and 15) and in simulations, either of the naturally occur-
ring bubble on a standard NACA 0012 shape16,17,19 or of a model
problem where the LSB is induced through a pressure gradient
imposed on a flat plate.29,30 At the same time, determining both details
within the boundary layer and resolving the global airfoil/wing-
induced flow field are challenging both experimentally and computa-
tionally. True direct numerical simulations that resolve all scales
including those of turbulence post-transition are expensive and per-
formed at select parameter values (Re, a) only. Though there is interest
in how model computations (LES, RANS) may be used to simulate
these flows at much less expense (c.f.20,31), the computations here are
fully resolved. Corresponding or equivalent experiments require very
low turbulence facilities and careful attention to details of geometry,
model vibration, and support.

Here, we report on a program of combined DNS and experimen-
tal studies on a NACA 65-412 airfoil, which is a cambered profile
found in turbine blades, among other applications. At Re¼ 2 � 104,
the DNS resolves all scales and equivalent experiments at matching Re
can be run in both wind tunnel and water channel facilities. Water
channels have higher ambient turbulence levels than wind tunnels, but
slower flow speeds and larger length scales allow fine scale features to
be found through dye visualization, as dye traces can mark thin fila-
ments that would not be revealed in a spatially averaged measure. The
objective is to show how the aerodynamic performance characteristics
of a practical airfoil can be traced back to their viscous fluid flow and
ensuing complex coherent structures and instabilities at the boundary.
Since the flow solutions in all cases are governed by the viscous
Navier–Stokes equations, a secondary purpose is to identify how and
when differences in measured quantities may yet be found.

II. MATERIALS AND METHODS
A. Wind tunnel and models

PIV and force balance tests were run in the octagonal test section
of the Dryden Wind Tunnel (DWT), (1.37m span, T< 0.035% for
disturbances between 10Hz < f< 1000Hz), as shown in Fig. 1. All

models were milled from aluminum using a CNCmill with a precision
of 0.0127mm. As the wings are used in PIV experiments, the final fin-
ish is a light sanding from a matt black spray-painted covering. The
wing models used in the PIV tests had the following dimensions:
c¼ 0.075 m and b¼ 0.225 m, for AR¼ b/c¼ 3. All tests reported here
are for a nominally two-dimensional configuration where a rectangu-
lar wing is set between end plates. The end plates taper to a point in
the upstream direction, 20 cm in front of the wing leading edge. If the
laminar boundary layer thickness on the plate is

d ¼ 5:2xffiffiffiffiffiffiffi
Rex
p ; (1)

then atU¼ 4 m/s, d¼ 4.5mm and the maximum gap width between the
plate and wing is 1mm¼ 0.22d. The force balance tests were performed
on models with AR¼ 3 and AR¼ 12.9 (c¼ 0.055 m, b¼ 0.71 m). The
larger AR (and area) model was sized to generate forces that could
be measured most accurately with the DWT force balance at
Re¼ 2� 104. Time-averaged lift and drag curves generated with
both models could be compared at Re¼ 4� 104, where both models
generated forces in an appropriate range for the balance. The sum
of corrections for model and wake blockage and for streamline
curvature2,32 were estimated as less than 2% for all models.

B. Particle imaging velocimetry (PIV)

During PIV tests, the tunnel was filled with glycerin-based smoke
and a laser sheet parallel to the flow direction (in {x, z}) was generated
by a double-pulsed Nd:YAG laser. A digital camera (1600� 1200
pixel, 14 bit) imaged particle fields on a cross section at mid-span
(y¼ 0) through a Nikon 70–210mm f/4–5.6 NIKKOR AF lens. Two
wing models that were mirror images of each other were used to col-
lect data over both the pressure and suction surfaces of the airfoil. a
was set by alignment with a row on the digital image array, with an
estimated uncertainty of 0.2�.

In order to increase spatial resolution, the flow field was split into
either five (for a¼ [0�, 2�, 4�, 6�, 8�, and 10�]) or two (for a¼ [10�,
10.1�, 10.2�, 10.3�, 10.4�, 10.5�]) overlapping sub-regions. When two
sub-regions are used, they correspond to the forward and the aft sec-
tions of the suction side of the airfoil, and are closely focused on the
airfoil alone, with no coverage of the incoming flow, or of the wake.
The more general views require larger number of five panels. When
five sub-regions are used to image the larger field of view, they corre-
spond to the forward and aft sections of both the suction and the pres-
sure sides of the airfoil, and the wake. 1000 image pairs were captured
for each sub-region at a sampling rate of 9.6Hz. This sampling rate
was not sufficient to provide time-resolved data, but did allow for the
generation and analysis of time-averaged and instantaneous flow
fields. The images were processed with LaVision/DaVis to produce
velocity field estimates (u, w) on a uniform grid using a multi-pass
algorithm, which had interrogation windows that were reduced to
16� 16, 8� 8, or 6� 6 pixels for the final pass. A 50% interrogation
box overlap gave a final spatial resolution of3,4,8 pixels, which is [0.11,
0.14, 0.28] mm. This corresponds to [0.08, 0.11, 0.21]� dlam or [0.06,
0.07, 0.15]� dturb, where dlam ¼ 5xffiffiffiffi

Re
p and dturb ¼ 0:37x

Re
1
5
are the laminar

and turbulent boundary layer thickness, respectively, at 0.5c of a flat
plate with the same chord length as the model used.
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Unlike their usual aeronautical counterparts at higher Re, flow
fields about the wing section are very strongly influenced by the vis-
cous boundary layer and associated separation, and the PIV acquisi-
tion parameters are driven mainly by attempts to resolve these regions.
For a given illumination and seeding density, the effective PIV expo-
sure time, dt, is the most critical parameter. If dt¼ 100 ls, then for
U¼ 1 m/s (toward the edge of the boundary layer), one expects a dis-
placement Udt of 0.1mm, which is half the smallest correlation box
size of 6 pixels. The outer flow, U¼ 4 m/s gives a displacement of 24
pixels, and can be resolved with a fixed pixel shift of 12 pix on an ini-
tial coarse grid of 322 correlation boxes. The same coarse grid can
accommodate a 0 pix shift close to the wall. Subsequent correlation
box size reductions use initial displacements as the search origin and
allow for successive refinement down to the extreme of 6 � 6 pix
boxes. The procedure followed was to begin with a nominal dt¼ 100
ls and then to increase or decrease it as conditions dictate. In practice,
each a has a different dt which would range from 60 to 120 ls,
depending on the flow topology and complexity. Part of the flow com-
plexity comes from three-dimensional motions that bring fluid into
and out of the laser sheet. The sheet thickness is approximately 2mm
on the wing surface, which is almost 10 times larger than the best in-
plane resolution.

Each velocity field {u, w}(x, z) can be interpolated and smoothed
using a smoothing spline function,33 and the spatial derivatives can be
computed from the spline coefficients themselves, thus removing the
grid spacing as a source of error in the gradient estimation, and the
spanwise vorticity is

xy ¼
@w
@x
� @u
@z
: (2)

The degree of smoothing is a free parameter and is selected here
so that no fluctuations in velocity profiles remain that are composed of
four or fewer data points. Such a limit reduces common algorithmi-
cally generated sources of error such as peak-locking, and the largest
remaining sources of error are through the in-plane shear, S, and
through particles moving out of the light sheet through the velocity
component v.34 This is the best way to retain proper amplitudes of

small-scale vorticity distributions, and is used for all instantaneous
velocity field data. Here, we mostly compare the structure of time-
averaged velocity and vorticity fields and a much less time-consuming
procedure is then to average all 1000 snapshots to yield one time-
averaged velocity field, ð�u; �wÞ, for each sub-region of the flow. These
subregions are then interpolated on the Matlab thin-plate spline func-
tion tpaps, which are used to estimate the time-averaged spanwise vor-
ticity, �xy ¼ @�w

@x � @�u
@z . The sub-region velocity/vorticity fields were

finally combined to form one composite velocity/vorticity field for
each a.

C. Force measurements

Force measurements were performed with a custom, three-
component force balance (Fig. 2),35 which measures forces normal
and tangent to the chord of the wing. The balance rotates around with
the wing as a varies, and the forces were converted to lift and drag,
defined with respect to the freestream, as conventional. The lift and
drag forces were then expressed as the usual dimensionless quantities
as follows:

cl ¼
L
qS
; (3a)

cd ¼
D
qS
; (3b)

where the lift and drag are normalized by the planform area, S, of the
nominally two-dimensional model and q ¼ 1=2ðqU2Þ is the dynamic
pressure.

A new balance calibration was performed before each test, gener-
ating a 3 � 4 calibration matrix, where the 3 � 3 load matrix is aug-
mented with a zero offset column. The off-diagonal coefficients were
typically two orders of magnitude smaller than the leading diagonal
terms. The balance voltage outputs were passed through an analog op-
amp and signal conditioner before sampling in a 14-bit ADC. The
effective number of bits due to oversampling of the electrically noisy
signal was 20,21,36 which yields a baseline resolution of less than
0.02mV over 610V range. Based on calibrations and measurements

FIG. 1. (a) Tunnel test section geometry and generic wing, lighting, and camera arrangement. (b) In 2D experiments, the wing (w) is placed between two end plates (ep), and
a shroud (sh) covers the balance sting from one wall to the nearest end plate. The upstream ends of the end plates taper to a point.
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at typical loading conditions, the measurement uncertainty is less than
5mN for forces tangent to the chord of the wing. The measurement
uncertainty for forces normal to the chord of the wing is less than
15mN for the same force range. cd,min¼ 0.03 for the smallest wing
would yield D¼ 0.17 N for a worst case relative uncertainty of 3%.

Each time-averaged force balance test consisted of five sweeps,
forward and backward, through the entire a range in increments of
0.5�. After each a step, the flow was allowed to settle for ten seconds
before ten seconds of data were collected at 5 kHz and averaged. The
five sweeps produced ten time-averaged measurements for each a,
which were averaged to obtain a single time-averaged value. This col-
lection is reasonable if there is no hysteresis so forward and backward
a-traverses give equivalent values. The lack of hysteresis (which varies
with Re and AR) was verified over most conditions reported here. The
uncertainty of each combined time-averaged force value was taken as
the standard deviation of the ten time-averaged measurements. The
entire test procedure was repeated at least three times to test for day-
to-day repeatability.

D. Water channel flow visualization

Dye-injection flow visualization tests were carried out on a scaled
model in the USC water channel (BWC, Fig. 3) which has a rectangu-
lar test section (L, W, H¼ 762, 89, 61 cm). Freestream velocity data
were collected during tests with a MSE 2D miniLDV laser Doppler
velocimeter, and T< 1.7% for all tests. These turbulence levels, though
reasonable for a water channel, are about 50 times the wind tunnel
levels.

The airfoil model was made of clear acrylic with c¼ 14.4 cm,
b¼ 45 cm (AR¼ 3.1). This AR is sufficient to generate a largely two-
dimensional flow at the mid-span location when tip vortices are
blocked by the bottom of the channel at one end and an end plate
positioned just beneath the free surface. Dye was injected from a
leading-edge exit port at y/b¼ 0 and/or at various offset (in {x, z})

FIG. 2. Cruciform force balance. Each arm has strain gauges 1-2 and 3-4 in tension–compression arrangement to make up the four arms of a Wheatstone bridge. There are
four bridges, one on each arm. From Ref. 35.

FIG. 3. Flow visualization setup in the water channel. The top end plate lies just
beneath the water surface. The hollow support rod carries dye to injection ports at
the leading edge, and dye can also be introduced upstream.
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locations upstream. Dye materials were milk and alcohol (mixed for
neutral buoyancy) or fluorescein/rhodamine complexes. A 5.14W,
532nm wavelength CNI continuous wave laser was spread into a sheet
in an (x, z)-plane and aligned in the y-direction with the injection loca-
tion to illuminate the dye. A Mako U-130 camera (1280� 1024 pix,
10 bit) with an Edmund Optics 25mm C series fixed focal length lens
collected images at a frame rate of 20 fps from below the model
through a window in the bottom of the channel. For Re¼ 2 � 104,
U¼ 14 cm/s, and a convection time c/U is on the order of 1 s, so sam-
pling two orders of magnitude faster can be considered time-resolved
for this flow. The second advantage of dye visualization is that fine
scale features can be observed and traced that are lost in an average
PIV correlation box. We may note that dye traces are Lagrangian
markers, as particles are followed in time from their origin (either in
the boundary layer, or upstream). Intricate patterns are accumulated
time histories of the marked fluid, and their correspondence with
Eulerian measures can be non-obvious.

E. Vortex shedding frequency

Flow visualization images of the airfoil wake (1< x/c< 2), cap-
tured in the BWC, were analyzed using a Matlab script to estimate the
wake vortex shedding frequency as a function of a. Dye injected into
the boundary layer marks these structures, and so the images were
analyzed to determine how often patches of dye passed through the
wake. This was done by selecting a grid of pixels (20� 20 pix) from an
interrogation box in the wake images and determining their intensity
as a function of time (Fig. 4). A spike in the intensity occurs when a
patch of dye (i.e., vortex structure) passes over the pixel. A Fourier
transform was then used to generate an amplitude spectrum for each
pixel, and the spectra from all pixels on the grid were averaged to

determine the dominant frequencies in the wake. This method gener-
ally produced sharp, distinct peaks at low a, where vortices could be
clearly identified, but less distinct peaks at higher a, where the wake
became more turbulent, leading to the diffusion of dye streaks. When
there was no obvious dominant frequency for a particular image set,
or when the dominant frequency would change with the location of
the interrogation box, that image set was discarded.

F. Summary

The experiments reported on here come from an extensive mea-
surements program over 4 years. Table I gives an indication of the
number of experiments that directly contributed to each reported
quantity. It does not, of course, indicate the much larger number of
test and verification cases.

G. Numerical simulations

Numerical solutions of the flow field were obtained from com-
pressible three-dimensional direct numerical simulation (DNS) using
a nodal Discontinuous-Galerkin Spectral-Element Method (DGSEM)
with explicit time integration. Because the focus of this paper is on
experimental aspects, we only give a brief overview of the computa-
tional method and setup and refer to Ref. 37 for a more detailed
description of the simulations.

In general notation, the Navier–Stokes equations can be written
as a conservation law

Qt ¼ r � F (4)

of the conserved variables

Q ¼ q qu qv qw qE½ �T ; (5)

FIG. 4. (a) 202 pixel grid overlaid on dye visualization. (b) A time series of pixel intensities for one box. (c) Intensity power spectrum showing dominant peaks.
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where q; u, v, w; and E are the density, velocity components, and inner
energy, respectively, and F is the flux tensor such that

r � F ¼ Fa
x þ Ga

y þHa
z þ Re�1 Fv

x þ Gv
y þHv

z

� �
: (6)

The indices a and v refer to the advective and viscous fluxes. They are
defined as

Fa ¼ qu pþ qu2 quv quw u qE þ pð Þ
� �T

; (7a)

Ga ¼ qv qvu pþ qv2 qvw v qE þ pð Þ
� �T

; (7b)

Ha ¼ qw qwu qwv pþ qw2 w qE þ pð Þ
� �T

; (7c)

Fv ¼ 0 sxx syx szx usxx þ vsyx þ wszx
j

c� 1ð ÞPrM2
f

Tx

� �	 
T
;

(8a)

Gv ¼ 0 sxy syy szy usxy þ vsyy þ wszy
j

c� 1ð ÞPrM2
f

Ty

� �	 
T
;

(8b)

Hv ¼ 0 sxz syz szz usxz þ vsyz þ wszz
j

c� 1ð ÞPrM2
f

Tz

� �	 
T
:

(8c)

The system of equations is closed with the equation of state,

p ¼ qT
cM2

: (9)

The conservative variables in Eq. (5) are approximated in space
by an Nth order polynomial within each spectral element and the
fluxes are computed using a DG discretization scheme. The system of
equations is integrated in time with a low-dispersion fourth-order
explicit Runge– Kutta scheme. For a more detailed description of the
computational method, its stability properties, and accuracy, we refer
to Refs. 37–39.

The flow over a NACA 65(1)-412 airfoil was simulated at a
Reynolds number based on the chord length of Rec¼ 20 000 and a
Mach number of M¼ 0.3. The Mach number is relatively low, ensur-
ing a nominally incompressible flow (compressibility effects on the
pressure coefficient are estimated to be approximately 5% via the
Prandtl–Glauert correction), but it is high enough to prevent exces-
sively small time steps required by the explicit time integration
scheme. A series of computations was conducted for angles of attack
of 0�, 4�, 7�, 8�, and 10�.

The C-type grid for simulations is adopted from Ref. 40 and the
outer boundaries are imposed 30 chord lengths above and below the
airfoil to minimize blockage effects and spurious reflections. The com-
putational domain is extruded by half a chord length in the spanwise
direction and periodic boundary conditions are applied to model an
infinite wing. The spanwise extrusion by half a chord length is in
accordance with the recommendation by Almutairi et al.19 The
boundary elements are curved and fit to a spline representing the air-
foil surface as described by Nelson et al.40 The outer boundaries of the
domain are defined as Riemannian freestream boundaries41 and the
airfoil surface is treated as a non-slip, adiabatic wall. Two grids are
employed: a coarse grid (shown in Fig. 5) that is run with a high poly-
nomial order of N¼ 12 in accordance with the converged solution
reported by Refs. 39 and 40 and a fine grid with lower order elements
(N¼ 4 for a¼ 7� and N¼ 6 for a¼ 8�). The simulations on the fine
grid have an overall higher wall-resolution to accommodate the turbu-
lent flow over the airfoil surface. Because the flow at a¼ 10� is past the
critical angle of attack, the coarse grid with 12th-order elements in the
near field and a spectral filter is employed, which we will refer to as

TABLE I. A summary of the number of experimental tests for the wind tunnel (WT)
and water channel (WC), for PIV and force balance (FB) measurements, and for dye
visualizations. Experiments were run over specified ranges of a, with given increments.
n refers to the number of samples per a. In PIV experiments, either five or two panels
cover different sections of the flow field. The FB numbers� refer to the number of
sweeps through a (6), for increasing and decreasing a (2), multiplied by the number of
independent experiments (at least four). Each FB average comes from 1000 data
points, which are not counted. These numbers are compiled for Re¼ 2 � 104 only.

Test a range (�) Da (�) n/condition Total N

WT–PIV [0, 10] 2 1 000 � 5 3 � 104

[10, 11] 0.1 1 000 � 2 2 � 104

WT–FB [�5, 11] 0.5 2 � 6 � 4� 1688
WC–dye,
general – dye, St

[0, 10] 0.5 400 8800
[0, 8] 0.5 800 14 400

FIG. 5. Computational domain used for 3D simulations of a¼ 0�, 4�, and 10�. Only elements without interior Gauss nodes shown.
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implicit large-eddy simulation (ILES).39 Simulations at a¼ 0� and 4�

are initialized with a uniform flow field and cases at a¼ 7�, 8�, and 10
were initialized with results from two-dimensional computations by
extruding the two-dimensional flow field along the span. All simula-
tions are run until the flow has completely transitioned to quasi-steady
state with three-dimensional structures with the statistics being

recorded subsequently. A selection of key simulation parameters are
given in Table II. A detailed discussion of the 2D and 3D DNS results
for the NACA 65(1)-412 airfoil can be found in Ref. 37, as well as in
Refs. 39 and 42.

III. RESULTS
A. Time-averaged lift and drag

The time-averaged cl and cd are plotted together with a modified
inviscid thin airfoil prediction (starting at the experimentally deter-

mined zero lift angle of attack, a0L) in Fig. 6. The lift-slope @cl
@a � cl;a
� �

is close to 2p, for small a. Note how a0L> 0 (cl < 0 at a¼ 0�), even
when the geometric camber is positive, suggesting an effective negative
camber at low a. The negative lift at a¼ 0� is caused by laminar sepa-
ration over the suction surface before the trailing edge, as will be dem-
onstrated in Secs. III B–III F. This behavior is significantly different
than at a design Re¼ 106, where a0L < 0 and design a 	 0.43 At
a¼ 4�, DNS and WT cl agree and lie below the solid 2pa line. The

TABLE II. Simulation parameters. The polynomial order¼ 12(1) indicates the
reduced order in the far field. Tstat is the integration time of the flow statistics. DOF
are the degrees of freedom (total number of high order nodes).

a Grid Polynomial order Tstat ð�U1=cÞ DOF (in million)

0� Coarse 12 10.1 74.0
4� Coarse 12 10.2 74.0
7� Fine 4 14.5 146.3
8� Fine 6 8.2 401.3
10� Coarse 12(1) 15.9 30.7

FIG. 6. Time-averaged cl(a), cd(a) in (a) and (b), and the polar cd(cl) and L/D(a) in (c) and (d) for the NACA 65(1)-412 at Re¼ 2� 104. Experiments are in red circles, where
error bars come from variation in experiments repeated day to day. DNS are in blue triangles and the error bars come from standard deviation in a time sequence.
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experimental and simulation data continue to fall relative to this line
until an abrupt jump in cl occurs. This happens after a¼ 6� in the sim-
ulations and between a¼ 8.5� and 9.5� in experiment. In both cases,
the new cl now exceeds the 2pa value. The sudden jump in cl (and cor-
responding drop in cd) comes from shifts in the separation location,
and reattachment of a turbulent shear/boundary layer. The value of a
when this occurs is denoted acrit, and in these wind tunnel data
acrit¼ 9 6 0.5�. In simulations, acrit lies between 6� and 7� and this
point is marked by a significant increase in standard deviation, which
in simulations comes from the variation in time traces. By a¼ 10�,
simulations and WT cl agree once more. The jumps in cl and cd are
summmarized together in the lift-drag polar of Fig. 6(c) and L/D in
Fig. 6(d). The cl(cd) polar does not have a smooth c-shape as one
would otherwise expect for high (design) Re. This kind of e-shape has
been noted before in airfoils at low Re,2,21,44 and the large improve-
ments in L/D following small increases in a suggest the potential for
flow control.22

The principal difference between WT and DNS are the different
acrit. The two obvious ways in which simulation and wind tunnel
experiments differ are in the end conditions of the model (no-slip
walls with gaps) and in the background turbulence levels. The sensitiv-
ity to AR in experiments has been investigated, and Fig. 7 gives cl and
cd for two wings of AR¼ 3 and 13, both at Re¼ 4 � 104. Recall from
Fig. 6 that acrit¼ 9.0� for WT at Re¼ 2 � 104. In Fig. 7, acrit¼ 8� for
AR¼ 3 and acrit¼ 7� or 7.5� (depending on sweep direction) for
AR¼ 13, and therefore acrit is clearly a function of both Re and AR.

Since acrit decreases with increasing AR, acrit in any finite AR
experiment may be predicted to be higher than the corresponding
DNS, where the effective AR is infinite through periodic boundary
conditions. Though not an explanation of why end effects are impli-
cated this way, it does mean that PIV data derived from the AR¼ 3
wing are expected to have a higher acrit than the force balance data
derived from an AR¼ 13 wing in the same facility (Fig. 7). Sharp tran-
sitions between flow states around some acrit have been shown
and discussed by NACA 66-018,8 all for the Eppler 387,2,21,22 and

NACA 0012.44 As a increases from 0�, laminar separation occurs
before the trailing edge on the airfoil suction surface, and this separa-
tion point gradually moves upstream on the airfoil as a increases. At
acrit, the separated shear layer destabilizes and the turbulent flow reat-
taches, in the mean, to the airfoil. A short and thin bubble exists at
around mid-chord. With a further small increase in a, the separation
point moves further forward and reattachment comes from the turbu-
lent boundary layer in the lee of the LSB. acrit thus demarcates two dis-
tinct flow states: SI and SII. In SI, there is laminar separation without
reattachment. In SII, the transition to turbulence in the shear layer
promotes reattachment. Signatures of these transitions can be seen in
the force records such as Figs. 6 and 7, and the flow states SI and SII
can be observed directly in the time-averaged flow field data.

B. Flow topology—time-averaged fields

The development of the time-averaged flow before acrit is shown
in Fig. 8. At a¼ 0�, the flow separates before the trailing edge over the
suction (upper) surface. A recirculating region (v1) extends over the
airfoil and aft of the trailing edge. A counter-rotating vortex (v2)
appears first to originate at the trailing edge from flow around the
pressure (lower) side. The net deflection of the streamlines is upward,
commensurate with negative lift noted in Fig. 6. As v1 grows with
increasing a, v2 is increasingly distorted and displaced downstream,
appearing more as a secondary structure that is induced by v1.

Both v1 and v2 increase in size up to a¼ 6�, but by a¼ 8� v1
begins to dominate the separated region, eventually, at a¼ 10�, form-
ing one large, enclosed, recirculating region that extends far beyond
the trailing edge before reattachment there, as indicated by the blue
line which encloses the airfoil as well as the viscous recirculating
regions. The recirculating fluid has about the same cross section as the
airfoil itself, and a similar vertical displacement. It could be described
as a large LSB with virtual reattachment in the wake, aft of the physical
trailing edge. The global flow field and streamline deflection (and
hence the lift) are determined by the effective airfoil shape, made up of
the combined airfoil and LSB geometry.

FIG. 7. cl(a), cd(a) in (a) and (b), at Re¼ 4� 104 for AR¼ 3 and AR¼ 13.
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A comparison of streamlines from DNS and experiment for
a¼ 4� is shown in Fig. 9, where the size and shape of v1 and v2 are
similar. The counterclockwise vortex v2 originates in both cases from
the pressure side of the airfoil, and forms a pair with v1. The flow at
this stage is mostly two dimensional, though the clockwise v1 begins
to show spanwise structure as a increases. The small differences in the
shape of v1 in Fig. 9 are related to the emerging three-dimensional
modes in v2, but the three-dimensional structures themselves develop
downstream in the wake, after the trailing edge.

A separation streamline can be defined where locally u¼ 0
and Fig. 10 shows estimates of the location in chord-normal
coordinates, zn,s.

The data in Fig. 10 come from the most close-focused PIV experi-
ments, which nevertheless cannot extend all the way to the wall, but the
separation line is well-approximated by a straight line for zn,s < 0.15c.
At a¼ 10.0�, the slow recirculating region reaches its largest size (Fig. 8)
in SI. It should be noted that very small external disturbances or model
vibrations will trigger the transition from SI to SII, which can occur
intermittently during an inadequately controlled experiment. For

detailed PIV experiments close to acrit, model vibrations were reduced
by attaching the topmost wing tip at the quarter-chord to an external
mounting post, through the end plate. A representative flow convection
time, c/U¼ 18ms and a sample over 10 s thus covers approximately
530 convection times. The following PIV-derived averages were all
checked for a stationary state by sub-sampling of the 1000 velocity fields.
Figure 11 shows in detail the transitions around acrit.

At a¼ 10.1�, the flow state abruptly changes and a laminar sepa-
ration bubble forms and then closes from about 1/3–2/3c. With small
further increases in a, the bubble moves forward and shortens. The
formation of LSB (transition from SI to SII) greatly increases the value
of L/D. By driving the PIV algorithms to their local maximum resolu-
tion close to the wall, a correlation box of size 6 pixels covers 0.22mm,
which at a¼ 10.1� corresponds to about 1/8 of a bubble height. The
average bubble height decreases for a¼ 10.2�, and then gradually
increases as the separation point moves toward the leading edge. The
decrease and subsequent increase in bubble height in the time-
averaged streamlines is related to the growth rate of instabilities in the
separated shear layer, and the appearance of three-dimensional modes
there. This will be addressed in more detail in the paper focusing on
the detailed computations of flow structure.37 The spatial resolution is
sufficient to show the overall shape of the bubble, but not its internal
structure, which is highly unsteady.

C. Instantaneous flow fields

The transition in flow states in Fig. 11 occurs over a small range
of a, around acrit. Close to acrit, there can be hysteresis (depending on
both AR and Re) and the bubble thickness and reattachment point can
vary during a 10 s data acquisition interval. Figure 12 shows two differ-
ent bubble geometries during a single run under nominally steady con-
ditions. At t¼ 1.1 s, the separation line departs from the surface early
(first measurable at approximately 8%c) and at a small angle, with
transition to turbulence and reattachment at about 80%c [as shown in
Fig. 12(a)]. At t¼ 4.0 s, the bubble grows much faster and the turbu-
lent reattachment is followed by growth of the turbulent boundary

FIG. 8. Time-averaged streamlines from PIV for a < acrit.

FIG. 9. Comparison of time-averaged streamlines from DNS and experiment for
a¼ 4�.

FIG. 10. (a) u¼ 0 line definition, (b) coordinate system definition, and (c) u¼ 0 line
locations from PIV for a¼ [0� — 10�] and DNS u¼ 0 line location for a¼ 4�.
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layer. This phenomenon has been termed bubble flapping6,7,11,14,45

and is consistent with the findings of Ref. 25 that a shear layer that was
farther from a wall had larger disturbance amplification rates due to a
decrease in viscous damping. In general, larger amplification rates lead
to earlier vortex roll-up, as observed here.

Based on the combination of instantaneous and time-averaged
data from PIV in the wind tunnel and dye injection in the water chan-
nel, one can distinguish three distinct types of flow field: type (1) lami-
nar separation with vortex roll-up beginning after the trailing edge;
type (2) laminar separation with vortex roll-up beginning over the air-
foil and no reattachment; and type (3) laminar separation with reat-
tachment. Flow fields of type 1 and 2 occur before acrit and are
associated with the non-reattached flow state, SI, whereas type 3
occurs after acrit where the flow reattaches before the trailing edge as
SII. The boundary layer on the pressure side is always laminar, but
with separation before the trailing edge at a¼ 0� [Fig. 13(a)].
Examples of time-averaged and instantaneous flow fields of type 1, 2,
and 3 can be found in the top, middle, and bottom row, respectively,
of Fig. 13.

PIV and dye injection images of the same flow type look very
similar, and the measured separation locations and angles at a given a
are nearly identical. The main difference is that the dye injection
images show a transition from flow field type 1 to type 2 at earlier a.
The earlier transition is caused by higher turbulence intensities
(T¼ 1.7%) in the water channel. When vortex roll-up occurs after the
trailing edge (type 1), the primary instability mode is a wake mode

where two opposite-signed shear layers interact. With increasing a,
the roll-up moves forward until it now occurs over the solid surface
(type 2) and the primary instability mode is in the separated shear
layer. Following transition from SI (separated without reattachment)
to SII (separated with reattachment), at and after acrit, the first wavy
motions can be seen in the shear layer of the short laminar separation
bubble. It is the rapid growth of this mode that leads to pairing and
transition and a flow that is reattached, in the mean, though no instan-
taneous flow field resembles this mean.

D. Wake vortex shedding frequency

Wake vortex shedding frequency data from seven tests, expressed
as a Strouhal number (St¼ fc/U), have been plotted for a < acrit (flow
field types 1 and 2) in Fig. 14. Reliable measurements could not be
made after acrit because of the increased diffusion of dye before the
trailing edge due to increased mixing in the reattached boundary layer
when an LSB forms. St remains between 3 and 3.3 for 0� < a < 3.5�,
but decreases slightly as a increases from 3.5� to 4.5� to approximately
2.6, before increasing to approximately 3.25 at a¼ 5� and remaining
nearly constant until a¼ 8�. Three data points for 6� < a < 7� show
St between 1.5 and 1.62, corresponding to approximately half the
mean values for all other tests. The existence of prominent first sub-
harmonics suggests a vortex pairing or merging process.

St can be determined using DNS force time traces, as wake vortex
shedding causes oscillations in lift and drag. Figure 15 shows the lift
and drag force oscillations over ten convective time units for the simu-
lations at a¼ 4�, 7�, and 10�. DNS St values at a¼ 0� and 4� fall
within the same range as experimental data in Fig. 14, though the 7�

point lies below the experimental equivalent. The time traces show
numerous modes at this a.

In Fig. 14, the abrupt jump in St between a¼ 4.5� and 5� coin-
cides with the vortex roll-up location moving upstream of the trailing

FIG. 11. Time-averaged streamlines from PIV wind tunnel experiments close to
acrit.

FIG. 12. The time-varying geometry of the LSB close to acrit. t in seconds is from
the start of a 10 s acquisition period, and no deliberate changes are made in flow
conditions. a¼ 10.3�, Re¼ 2 � 104. The white dots mark approximate locations of
separation and reattachment from time-averaged observation.
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edge, which occurs at approximately a¼ 5.5�. The jump in St may be
due to a wake instability being replaced by a separated shear layer
instability as the dominant instability mode. Reference 46 investigated
vortex shedding behind a cantilevered wing at Re as low as 104, and

found that St decreases with increasing a at a given Re, although the
change in St with a was less pronounced at smaller Re. It is common
to define the Strouhal number using the length of the airfoil projected
in the cross-stream plane, d, as the characteristic length scale:
Stþ ¼ fd=U . For a NACA 0012 at Re¼ 2� 104, Ref. 46 found that
Stþ fell between approximately 0.3 and 0.45 at small a (0�, 2�, 5�).
This matches the Stþ range found here (
0.29–0.39), for the same air-
foil thickness. On the other hand, Ref. 47 found that Stþ did not vary
significantly with a for a given Red ¼ Ud=� when there was laminar
separation without roll-up before the trailing edge (
0.38 for a NACA
0012 at a¼ [0�, 2�, 3�, 3.75�]), and then dropped when roll-up
occurred before the trailing edge. Neither of these trends are obvious
in the current data. In the future, we plan to investigate the use of vari-
ous local length scales in or at the edge of the LSB. It is expected that
the most influential length scale will change as the flow structure
changes.

E. Influence of viscosity and Reynolds number

The changes in laminar separation bubble geometry and stability
have a clear and significant effect on the time-averaged and instanta-
neous forces and flow fields around acrit, but at these Re viscous
effects are important even at small a. We have noted already that at

FIG. 13. (a) Time-averaged xy from PIV,
(b) instantaneous xy from PIV, (c) time-
averaged and (d) instantaneous dye flow
visualization images for aPIV¼ aDFV¼ 4�

(top), aPIV¼ 9� aDFV¼ 6� (middle), and
aPIV¼ aDFV¼ 11� (bottom).

FIG. 14. St variation with a. Seven different tests are overlaid for nominally identical
conditions for any given a. Red triangles show St from DNS.
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Re¼ 2 � 104, aL¼0 > 0 and that this airfoil section, with positive
camber, generates negative lift at a¼ 0� [Fig. 6(a)], with upward
deflection of streamlines in Fig. 8. At small a, it is the surface locations
of the suction and pressure side separation points that determine the
aerodynamic performance,40 and the flow is never completely
attached. The effect of varying Re at small a is shown in Fig. 16.

The variation in trailing edge separation location over the suction
surface is responsible for systematic Re effects at small a. As Re
increases, the separation point moves aft toward the trailing edge,
increasing the effective camber of the airfoil section. Now the airfoil
acts as if it had positive camber for Re¼ 40 000 and above. The lift
slope at small a is 2p or greater, a surprising result that again comes

from the shifting location of the trailing edge separation point.
Viscous effects are commonly supposed to be detrimental to airfoil
and wing performance, but in these respects they are not.

F. The combined effect of Re, AR in experiment

At high Reynolds number, neither Re nor AR would be signifi-
cant parameters, but at moderate Re, they are and these sensitivities
complicate interpretation among realizations (either in the literature
or from the same laboratory). Experiments are described here from a
number of different model geometries and facilities. The properties are
summarized in Table III.

FIG. 15. Lift and drag coefficients over ten convective time units from simulations at a¼ 4�, 7�, and 10�.

FIG. 16. (a) cl (a) for Re¼ [2, 3, 4, 5] � 104 at small a. There is a systematic decrease in aL¼0 (b) and increase in cl,a (c) with Re.
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The transition from SI to SII at acrit varies with all of the parame-
ters shown. Table I shows that acrit decreases with increasing AR. It is
well-established that AR affects airfoil measurements at low Re,48

though for AR< 3, and that end-plate conditions prevent good two-
dimensional approximations49 for Re< 10 000. If three-dimensional
disturbances from end-plate conditions perturb the flow, a stronger
influence might be expected at lower AR, perhaps decreasing acrit. The
effect is opposite, as though a three-dimensional effect were stabilizing
the flow in SI. acrit is lower in DNS than in the wind tunnel, and
there are two principal differences: the wind tunnel has background
turbulence and the simulation has periodic boundary conditions,
not no-slip walls. Simulations with added background turbulence
(not reported here) did not show a strong effect from the low turbu-
lence levels obtained in this tunnel environment, and the most likely
difference comes from the structures on the foil/end-plate junction.
These junction flows are not included in these spanwise periodic
simulations, but will be a focus of future work.

IV. CONCLUSIONS

The flow over airfoils and wings at moderate Re is very rich and
complex with a number of qualitatively different regimes over varying
a. These flow regimes are all strongly influenced by the dynamics of
the viscous boundary layer, and indeed we find phenomena associated
with the first four chapters of Ref. 1 all within one chord length. Two
global attractors can be termed SI and SII, associated with laminar sep-
aration without and then with reattachment. In these laboratory and
numerical experiments on the NACA 65-312, the progression of
two-dimensional and three-dimensional instability modes leads to
significant changes in the overall flow structure, as reflected in time-
averaged coefficients of lift and drag. We further distinguish two
regimes in SI where wake instabilities determine shedding modes
(type 1) and where shear-layer instabilities occur over the upper sur-
face (type 2) but do not cause reattachment. The transition to SII
comes when the growth rate of the shear layer disturbances is suffi-
cient for the flow to transition to turbulence, which then leads to reat-
tachment. This study has deliberately focused on a cambered airfoil of
known practical importance—even if not at these low Re, though there
is no reason to suppose that the phenomena here are exceptional or
particular to this airfoil geometry. Rather, we expect and propose that
the same basic flow types, and transitions between them, will be found
for many smooth and thick (>10%) airfoils and wings at moderate Re.
There have been detailed examinations in the literature of the dynam-
ics of the LSB itself from experiment (e.g., Refs. 7, 11, and 14) and in

computations (e.g., Refs. 16–18), and these now can be placed in the
full context of a flow field development that includes the initial con-
trolling influence of the trailing edge vortex shedding from the pres-
sure side. It will be informative to perform a detailed study of the two-
and three-dimensional modes that ultimately control the global flow
fields and time-averaged separation patterns discussed here.
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