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#### Abstract

Ice floating on water is a great manifestation of negative thermal expansion (NTE) in nature. The limited examples of natural materials possessing NTE have stimulated research on engineered structures. Previous studies on NTE structures were mostly focused on theoretical design with limited experimental demonstration in two-dimensional planar geometries. In this work, aided with multimaterial projection microstereolithography, we experimentally fabricate lightweight multimaterial lattices that exhibit significant negative thermal expansion in three directions and over a temperature range of 170 degrees. Such NTE is induced by the structural interaction of material components with distinct thermal expansion coefficients. The NTE can be tuned over a large range by varying the thermal expansion coefficient difference between constituent beams and geometrical arrangements. Our experimental results match qualitatively with a simple scaling law and quantitatively with computational models.
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Solid materials usually expand when heated because the rising temperature induces the elongation of interatomic bonds that manifests itself as volume expansion at the macroscale. However, a number of exceptional solids contract with raising temperatures, exhibiting negative thermal expansions (NTEs) [1-3]. These solids are especially useful for applications where the mismatch in thermal stress should be carefully managed, such as microchip devices [4], adhesive fillers, dental filling [5], and high precision optical or mechanical devices $[4,6]$ under environmental conditions with variable temperatures. The NTE effects of these bulk solids are usually attributed to the thermal-induced geometric rotations of molecular units that lead to effective volume shrinkage [1-3]. And the molecular unit rotations can usually be achieved by atomic interaction or phase transformation within the flexible molecular structures [1-3].

Inspired from the molecular mechanisms of the NTE bulk solids, NTE structures with flexible micro- or macroarchitectures of periodic lattice units have been designed by integrating constituents with varied thermal expansion coefficients (TECs) within single structures. Structural interactions between these constituents with distinct thermal expansion coefficients trigger parts of the structure to rotate or bend to accommodate their thermal expansion within the internal free space, rather than the external space, inducing global volume contraction. Based on this principle, a number of theoretical designs for NTE structures have been proposed to achieve these effects [7-12]. However, the existing experimental validation of NTE effects by using microarchitected structures has been limited to structures with two-dimensional layouts [13-19], while the experimental
realization of three-dimensional negative expansion remains elusive $[13,15]$. This is primarily due to the difficulty in fabricating three-dimensional composite lattices with multiple material constituents and highly sophisticated geometric connections. In addition, existing NTE structures are built with only limited material choices so that the NTE cannot be well tuned over a large range of temperatures [13-19].

Here, we demonstrate a method to experimentally fabricate three-dimensional composite lattices with tunable NTEs in all three Cartesian directions. The composite lattice is fabricated with a multimaterial projection stereolithography system that enables joining two distinct beam constituents within one lattice structure. The effective volume contraction is induced by constrained thermal expansion of two types of material constituents with different TECs, thus leading to designed deformation. The NTE can be tuned over a large range of temperature by controlling the TECs of the constituent materials and the three-dimensional geometric layout of the structure. The designed mechanism can not only be experimentally implemented in unit cells, but also scaled up by layering the unit cells into large volume threedimensional lattices. The experimentally observed NTEs are consistent with our scaling theory and numerical simulations.

The fabrication of the NTE structures is realized with a photopolymerization-based multimaterial stereolithography system [Fig. 1(a)] [20-22] that extends the capability of previous single-material stereolithography systems [23-29]. Briefly, we use patterned UV or blue light to cure photocurable presolutions and manufacture three-dimensional structures layer by layer. We switch different presolutions alternatively to enable the manufacturing of multimaterials


FIG. 1. (a) Schematic of the multimaterial projection microstereolithography system. [(b) and (e)] Computer-aided designs and fabricated samples in [(c) and (f)] three-dimensional and [(d) and (g)] two-dimensional views of the fabricated unit cell and 2 by 2 lattice, respectively.
within a single structure (Fig. S1, Supplemental Material [30]). We employ photocurable poly(ethylene glycol) diacrylate (PEGDA) solutions (molar mass 700, Sigma-Aldrich) doped with varied volume concentrations of copper nanoparticles (50-80 nm, US Research Nanomaterials) as the presolutions. The thermal expansion coefficient of solidified PEGDA is approximately $\alpha_{1}=1.56 \times 10^{-4} \mathrm{~K}^{-1}$. Because of the low TEC $\left(\sim 2 \times 10^{-5} \mathrm{~K}^{-1}\right)$ and high bulk modulus ( $\sim 100 \mathrm{GPa}$ ) of the copper particles, the reinforcement with copper particles within PEGDA solids can significantly knock down the TEC (Table S1, Supplemental Material [30], Fig. S2). For example, the TEC of PEGDA solids reinforced with 5\% volume of copper nanoparticles becomes $\alpha_{2}=5.1 \times 10^{-5} \mathrm{~K}^{-1}$, around one third of PEGDA's TEC. The larger the volume concentration of copper reinforcement, the lower the resulting TEC (Table S1, Supplemental Material [30], Fig. S2). It is noted that the high volume concentration of copper significantly elongates the printing time of each layer and also decreases the bonding force between printed layers. We are able to print PEGDA beams with up to $10 \%$ volume copper within a reasonable time scale ( $\sim 6$ hours for each structure).

We design three-dimensional composite structures in the form of cubic unit cells as shown in Figs. 1(b)-1(d). The unit cell [Fig. 1(b)] is composed of a copper-reinforced

PEGDA beam frame (black, $\alpha_{2}=4-6.1 \times 10^{-5} \mathrm{~K}^{-1}$ ) and internal tilted PEGDA beams (green). When heated, the PEGDA beams expand more than the copper-reinforced PEGDA beams, thus causing the reinforced beams around the cubic surfaces to bend inward occupying the internal open spaces. Therefore, the overall occupied volume of the structure becomes smaller exhibiting so-called NTE. In the fabricated structure [Fig. 1(c)], the pale yellow PEGDA beams and gray reinforced beams form freely standing unit cell structures with size around 6 mm and beam thickness around $200-500 \mu \mathrm{~m}$. The additive manufacturing is performed by stacking $\sim 200$ layers (each material being 100 layers) with each layer being $\sim 60 \mu \mathrm{~m}$.

The thermal expansion properties of the fabricated composite structures are measured within a glass thermal chamber $(5 \times 5 \times 2 \mathrm{~cm})$ with a controlled temperature measured by a thermometer (variation $\pm 10 \mathrm{~K}$ within the chamber) (Fig. S3). We gradually increase the temperature from room temperature and wait 30 min for each step to ensure a stable temperature distribution. We then observe the structure deformation with a camera mounted on the top of the glass chamber. It is noted that the observation can only capture deformations in two planar directions; however, we can flip the structure to observe the thermalinduced deformation in the other direction.

As the temperature in the chamber is gradually increased, the composite structure first maintains the size during the initial temperature segment (e.g., 300-350 K), and then bends inward to decrease its size monotonically as a temperature of $\sim 521 \mathrm{~K}$ is approached [Fig. 2(a) and supplemental movie S1]. We keep the temperature below 530 K because the properties of the material constituents will significantly degrade above 550 K . To quantify the results, we define the effective thermal expansion ratio $\eta$ as the lateral expansion ratio [Fig. 2(a)], namely, $\eta=\left(L-L_{0}\right) / L_{0}$, where $L_{0}$ and $L$ are the lateral size of the unit cell at the initial and heated states, respectively. We then plot the effective expansion ratio as a function of the temperature in Figs. 2(c) and 2(d). The error bar in the effective expansion ratio $\eta$ comes from the standard deviation along the three primary Cartesian directions of the unit cells. The thermally induced nonlinear geometrical deformation can be understood within three thermal segments via following logic.

We examine the simplest element of the designed structure shown in Fig. 3(a). In the initial thermal segment (298-350 K), to accommodate the thermal expansion, node $B$ may follow two different bifurcation paths [Fig. 3(b)]: inward (path 1) or outward (path 2). Instinctively, node $B$ is expected to move inward by following path 1 [Fig. 3(bi, ii-iii)], because with increasing temperature beams $A C$ and $C F$ with larger thermal expansion coefficient expand significantly to pull beams $B C$ and $B E$ inward $(\operatorname{tap} B E$ is used to connect the other unit within the lattice). However, from the experimental observation, node $B$ first moves outward a little and then snaps inward by


FIG. 2. (a) Experimental and (d) finite element simulation sequences of a unit cell with increasing temperature. The red arrows indicate the inward bending of the reinforced PEGDA beams. [(c)-(d)] Experimentally observed and computationally calculated effective expansion ratios varied with increasing temperatures, (c) with varied volume concentrations of reinforced copper nanoparticles and (d) with varied lengths of beam $B C$ [indicated in the inset of (d)]. The shadow areas in (c) and (d) show the snap-through temperature range. The FEA-simulated negative-thermal-expansion coefficients are $-1.57 \times 10^{-5}, 2.91 \times 10^{-5}$, and $-4.06 \times 10^{-5} \mathrm{~K}^{-1}$ in (c), and $-1.71 \times 10^{-5}, 2.91 \times 10^{-5}$, and $-3.93 \times 10^{-5} \mathrm{~K}^{-1}$ in (d), respectively.
following path 2 [Fig. 3(bi, iv-vi)]. The behavior from Fig. 3(bi) to Fig. 3(iv) is because thermal transport within the copper-reinforced PEGDA beams $(A B, C E$, and $B F)$ is much faster than that within the pure PEGDA beams ( $A C$ and $C F$ ), and the reinforced beams thermally expand more in the very beginning of the temperature increase. Under this circumstance, beams $A C$ and $C F$ become obstacles to prevent node $B$ from moving inward; therefore, node $B$ can only move outward [Fig. 3(bi-biv)]. However, node $B$ only moves outward slightly with a very small angle $\psi$ [Fig. 3(biv)] and is then trapped at the position, because once beams $A C$ and $C F$ are fully thermal expanded, beam $B C$ is pulled inward and locked.

With increasing temperature ( $350-400 \mathrm{~K}$ ), node $B$ is expected to snap through from outside the structure [Fig. 3(biv)] to inside the structure [Fig. 3(bv)]. To trigger this snap-through transition, the system needs to overcome an energy barrier because beams $A B$ and $B F$ should first become shorter and then longer. Only under a perturbation with a significant amplitude can this snap-through transition occur [31]. One possible perturbation can be the thermal-induced buckling of beams $A B$ and $B F$. Since $\psi \sim 0$, the thermal-induced force within beam $A B$ can be


FIG. 3. (a) A unit cell model to illustrate the key nodes. (b) Two bifurcation deformation paths of the simplest model with key nodes illustrated in (a). In path 1 , node $B$ moves inward with increasing temperature. In path 2 , node $B$ first moves outward, then snaps through inward, and smoothly moves inward with increasing temperature. (c) The thermal-induced strain in reinforced PEGDA beams with various copper reinforcement fractions in functions of temperature increase.
approximated as $\sim \alpha_{2} \Delta T E_{A B} A_{A B}$, where $\Delta T$ is the temperature increase, $\alpha_{2}$ is the thermal expansion coefficient of the reinforced beam, and $E_{A B}$ and $A_{A B}$ are the Young's modulus and cross section area of beam $A B$, respectively. The critical compressive force for the buckling of beam $A B$ is $\pi^{2} E_{A B} I_{A B} /\left(4 L_{A B}^{2}\right)$, where the second moment of area $I_{A B}=b_{A B} h_{A B}{ }^{3} / 12$, and $b_{A B}$ and $h_{A B}$ are the width and thickness of beam $A B$, respectively [32]. By equating these two forces, we obtain the critical temperature increase for the buckling of beam $A B$ (of $B F$ ), namely, the snap-through transition shown in Fig. 3(biv-bv), as

$$
\begin{equation*}
\Delta T_{c} \sim \frac{\pi^{2}}{3 \alpha_{2}}\left(\frac{h_{A B}}{L_{A B}}\right)^{2} \tag{1}
\end{equation*}
$$

By inputting $h_{A B} \sim 300 \mu \mathrm{~m}, \quad L_{A B} \sim 4.24 \mathrm{~mm}, \quad$ and $\alpha_{2} \sim 4-6.1 \times 10^{-5} \mathrm{~K}^{-1}$, we estimate the critical temperature increase for the snap through as $68.5-102.8 \mathrm{~K}$. The theoretical estimation is roughly consistent with the experimental observation [55-100 K in shadow areas in Figs. 2(c) and 2(d)].

With further increasing temperature [above 400 K , Fig. 3(bv-bvi)], beams $A C$ and $C F$ with larger TEC expand significantly to smoothly pull beams $B C$ and $B E$ inward. To understand this problem in the simplest way, we only consider the thermal expansion without elastic stress response and assume node $D$ is fixed due to the symmetry. The displacement of node $C$ induced by thermal expansion
of beam $A C$ is $\sim \alpha_{1} \Delta T L_{A C} / \cos \beta$, where $\alpha_{1}$ is the thermal expansion coefficient of the PEGDA beam, $L_{A C}$ is the length of beam $A C$, and $\beta$ is the angle between beam $A C$ and beam $B C$. The displacement of node $A$ in $x$ direction induced by the thermal expansion of beam $A D$ is $\sim-\alpha_{2} \Delta T L_{A D} / \sqrt{3}$, where $L_{A D}$ is the length of beam $A D$. The displacement of node $E$ in $x$ direction can thus be approximated as

$$
\begin{equation*}
d_{E} \sim \frac{\alpha_{1} \Delta T L_{A C}}{\cos \beta}-\alpha_{2} \Delta T\left(L_{B C}+L_{B E}+\frac{L_{A D}}{\sqrt{3}}\right) \tag{2}
\end{equation*}
$$

where $L_{B C}$ and $L_{B E}$ are the length of beam $B C$ and $B E$, respectively. The effective expansion ratio can be calculated as

$$
\begin{align*}
\eta & \sim-\frac{2 d_{E}}{\sqrt{2} L_{A B}+2 L_{B E}} \\
& \sim-\sqrt{2} \Delta T \alpha_{1}\left(\frac{2}{\sin 2 \beta}-\frac{k}{\tan \beta}-\frac{k L_{B E}}{L_{A B}}-\frac{\sqrt{2}}{2}\right)\left(\frac{1}{1+\frac{\sqrt{2} L_{B E}}{L_{A B}}}\right), \tag{3}
\end{align*}
$$

where $k=\alpha_{2} / \alpha_{1}$. Equation (3) is a qualitative scaling of the effective expansion ratio and it does not account for the stress response of the constituent beams. More detailed thermoelastic analysis is given in the Supplemental Material [30,33]. Nevertheless, Eq. (3) may be already sufficient to provide enough insight to design composite structures with large negative thermal expansion.

First, the connector tap beam $B E$ should be set as short as possible to achieve large negative thermal expansion. In the experiments we usually set the $B E$ length to be very small (e.g., $\sqrt{2} L_{B E} \ll L_{A B}$ ) and fixed in the following discussions. Therefore, Eq. (3) can be reduced as

$$
\begin{equation*}
\eta \sim-\sqrt{2} \Delta T \alpha_{1}\left(\frac{2}{\sin 2 \beta}-\frac{k}{\tan \beta}-\frac{\sqrt{2}}{2}\right) \tag{4}
\end{equation*}
$$

Second, to achieve a large value of $\eta$, the TEC of beam $A C$ should be as large as possible ( $\alpha_{1}$ large) and the TEC of the reinforced beams $(A B, B C$, and $A D)$ should be as small as possible ( $k$ small). In the experiments, we keep the TEC of the PEGDA beams $\left(\alpha_{1}\right)$ and vary the TEC of reinforced beams $\left(\alpha_{2}\right)$ by doping different volume concentrations of copper nanoparticles in the PEGDA. By varying the copper volume fraction from $2 \%$ to $10 \%$, the TEC of the reinforced beam decreases from $6.1 \times 10^{-5}$ to $4.0 \times 10^{-5} \mathrm{~K}^{-1}$ [Fig. 3(c), Table S1], and the effective expansion ratio of the composite unit cell increases accordingly [fabricated unit cells in Fig. S4 and data in Fig. 2(c)]. It is noted that it is not necessary for the higher reinforced concentration to lead to higher effective expansion ratios because the higher reinforced concentration also induces higher rigidity (Table S1), which makes the reinforced beams more difficult to deform.

Third, from Eq. (4), the effective negative-thermalexpansion ratio increases with increasing angle $\beta$ (Fig. S5).

If we fix the length of beam $A B$, the angle $\beta$ is controlled by the length of beam $B C$. Therefore, we fabricate composite structures with varied beam $B C$ length (Fig. S6) and confirm that the negative thermal expansion indeed increases by decreasing $B C$ length from 1.17 to 0.74 mm [Fig. 2(d)]. It is noted that when $\beta$ is approaching its limits of $\pi / 2$ or atan $(\sqrt{2})$, the interaction between the PEGDA beam $A C$ and reinforced beams $A B$ and $A D$ may have a large volume of overlaps; therefore, around these two limiting values, the effective expansion ratio does not necessarily increase with the angle $\beta$.

To further quantitatively understand the structure and validate the experimental results, we perform finite element analyses (FEA) with measured mechanical properties [Table S1 and Figs. 3(c) and S8]. Since the composite structures are fabricated additively layer by layer (Fig. S7), we measure the Young's modulus and thermal expansion coefficient in two orthogonal directions. However, the measured results in two directions differ slightly (Table S1 and Fig. S8). Therefore, we treat the beams in our FEA models as homogeneous linear thermoelastic solids with the effective properties in Table S1. By considering the symmetry of the problem, we only analyze $1 / 8$ of the unit cell [Fig. S9(a)] and model it as a three-dimensional thermomechanical problem [two-dimensional view in Fig. 2(b), supplemental movie S2, three-dimensional view in Fig. S9(b), and supplemental movie S3]. Overall, our FEA results approximately agree with the experimental results (Fig. 2).

The unit cell design of negative-thermal-expansion composites can be scaled up to a larger volume lattice. The composite lattices are formed by connecting the middle tabs of unit cells [Fig. 4(a)]. When heated, the middle tabs


FIG. 4. (a) A CAD model of a composite lattice by layering a number of unit cells. The inset of (a) shows the deformation mechanism between unit cells within the composite lattice. (b) Experimentally observed and computationally calculated effective expansion ratios and (c) experimental sequences of a 2 by 2 composite lattice under raising temperature. The arrows indicate the deformation.
move towards the internal free space of the unit cells, and the corners of two unit cells thus squeeze the gap between the unit cells [Fig. 4(a)]. For example, when heated the gap distance may reduce from $L_{g}$ to $L_{g}-\Delta L$. Therefore, the overall occupied volume of the lattice decreases with the increasing temperature. To demonstrate the concept, we fabricated 2 by 2 by 2 lattices with PEGDA beams and reinforced beams with $5 \%$ volume copper [Figs. 1(e) $-1(\mathrm{~g})$ ]. The lattice indeed exhibits large NTE $\left(\sim-2.9 \times 10^{-5} \mathrm{~K}^{-1}\right)$ over a large range of temperature (350-524 K) [Figs. 4(b) and 4(c) and supplemental movie S4]. The NTE coefficient is very close to that of the corresponding unit cells [ $\sim-2.96 \times 10^{-5} \mathrm{~K}^{-1}$ in Figs. 2(c) and 2(d)], confirming that layering unit cells into a large volume lattice does not compromise the overall NTE performance. In addition, the experimental results also agree with the finite element analysis [Fig. 4(b)].

As shown in Figs. 2(c) and 2(d) and 4(b), the effective negative thermal expansion of the unit cell can be tuned over a factor of 3 , from $-1.57 \times 10^{-5}$ to $-4.06 \times 10^{-5} \mathrm{~K}^{-1}$ by varying the copper volume concentration from $2 \%$ to $10 \%$, and from $-1.78 \times 10^{-5}$ to $-3.85 \times 10^{-5} \mathrm{~K}^{-1}$ by varying the length of beam $B C$. The negative thermal expansion is in a reasonable range compared with the existing theoretical studies and experimental demonstrations of NTE lattices [7-19]. To the best of our knowledge, the current work is the first experimental demonstration that shows large tunability of negative thermal expansion in three dimensions in microlattice structures. In addition, the negative thermal expansion which exhibits itself over a large range of temperature, i.e., $\sim 350$ to $\sim 520 \mathrm{~K}$, can enable potential applications within an environment with large temperature variations. Moreover, the fabricated lattice [Fig. 1(f)] is highly porous and lightweight with ultralow density ( $\sim 0.23 \mathrm{~g} / \mathrm{cm}^{3}$ ), much smaller than the densities of the PEGDA solid ( $1.13 \mathrm{~g} / \mathrm{cm}^{3}$ ) and copperreinforced PEGDA solid ( $5 \%$ volume, $1.52 \mathrm{~g} / \mathrm{cm}^{3}$ ).

In summary, we fabricated three-dimensional multimaterial composite lattices consisting of solid beams with distinct TECs resulting in tunable negative thermal expansion. We developed a simple scaling law to qualitatively understand the beam-interaction induced negative thermal expansion. Guided by the scaling law, the NTE of composite unit cells can be tuned by varying the TEC differences and geometrical arrangements. We also demonstrate that the unit cells can be tessellated into large volume lattices with significant NTEs. We expect our designs of three-dimensional NTE lattices and experimental fabrication can contribute to a number of potential applications where thermal stress should be carefully managed and materials with minimum or negative thermal expansion can mitigate the thermal damage or improve instrument accuracy over large temperature variations. Specifically, zero-thermal-expansion structures may be realized with our additive manufacturing system, through
judiciously offsetting the positive and negative effects within the lattices, or assembling NTE structures with positive-thermal-expansion solids in interdigitated patterns. The low dielectric constant of such composite material would also offer promising applications for printed circuit boards with low losses that can survive high temperature differences. In addition, used thermoplastic PEGDA does not show optimal thermal cyclability and manufacturing with materials with better thermal cyclability can significantly improve the structural durability.
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## 1. Supplemental Method

### 1.1. Fabrication of multi-material lattices

The fabrication of the NTE structures is realized with a photopolymerization-based multimaterial stereolithography system [1-3] that extends the fabrication capability of previous single-material stereolithography systems [4-10]. In a typical fabrication process (Fig. 1a), a 3D CAD model is first sliced into a series of images with a prescribed spacing along the vertical direction. These 2D sliced images are transmitted to a spatial light modulator (SLM) and illuminated with UV/blue light from a light emitting diode. Each image is sequentially projected onto the surface of a photocurable pre-solution that includes copper nanoparticles ( $50-80 \mathrm{~nm}$, US research nanomaterials) with varied volume fractions, $0.03-0.2 \mathrm{wt} \%$ surfactant disodium edetate (Sigma Aldrich) and PEGDA (average molar mass 700, Sigma-Aldrich). The exposed solution is solidified, forming a layered structure on a printing stage. As the printing stage is lifted off, another material solution drop can be delivered beneath the stage by a rotational wheel (Fig. S1). By lowering the stage by a prescribed height and illuminating the polymer solution with another sliced image, a second material layer can be printed on the structures. By repeating these processes, we can print multimaterial structures with arbitrary 3D geometries. To eliminate the contamination between different polymer pre-solutions, we wash the structures within an ethanol bath after every layer and then absorb the ethanol residues with cotton pads (Fig. S1).

### 1.2. Thermal expansion coefficient of Cu-PEGDA nanocomposite

The thermal expansion coefficients of Cu-PEGDA nanocomposite can be approximated as[11],

$$
\begin{equation*}
\alpha_{2} \approx \frac{\phi_{C} K_{C} \alpha_{C}+\left(1-\phi_{C}\right) K_{1} \alpha_{1}}{\phi_{C} K_{C}+\left(1-\phi_{C}\right) K_{1}} \tag{S1}
\end{equation*}
$$

Where $\phi_{C}, K_{C}$ and $\alpha_{C}$ are volume fraction, bulk modulus and thermal coefficient of copper particle, respectively. $K_{1}$ and $\alpha_{1}$ are bulk modulus and thermal coefficient of PEGDA, respectively. Here we estimate that $K_{C} \sim 100 \times 10^{9} \mathrm{pa}, \alpha_{C} \sim 2 \times 10^{-5} \mathrm{~K}^{-1}, \alpha_{1} \sim 1.56 \times 10^{-4} \mathrm{~K}^{-1}$ and $K_{1} \sim 600 \times 10^{6} \mathrm{~Pa}$. As shown in the Fig. S2, due to the high bulk modulus of the copper particles, the thermal expansion coefficient initially decreases dramatically with increasing particle volume fractions, but saturates for high volume fractions. The experimental results approximately agree with the theoretical predictions.

### 1.3. Thermoelastic analysis of the lattice structure

Here we present an analytical model to understand the thermomechanical deformation of a unit cell (Fig. 3a). The analyzed model is shown in Fig. 3a.

We first consider a planar beam as shown in Fig. S9a. The node $t$ is loaded with horizontal force $F_{x t}$, vertical force $F_{y t}$ and bending momentum $M_{t}$, accompanied with displacement $\delta_{x t}$ and $\delta_{y t}$ and rotation angle $\theta_{t}$. Similarly, the node $s$ is loaded with force $F_{x s}$ and $F_{y s}$ and bending momentum $M_{s}$, accompanied with displacement $\delta_{x s}$ and $\delta_{y s}$ and rotation angle $\theta_{s}$. We further denote $l$ as the length, $A$ the cross section area, $I$ the area inertia and $E$ Young's modulus. The loading and the response can be related by structural matrix as the following[12],

$$
\begin{align*}
& {\left[\begin{array}{l}
F_{x s} \\
F_{y s} \\
M_{s}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{E A}{l} & 0 & 0 \\
0 & \frac{12 E I}{l^{3}} & \frac{6 E I}{l^{2}} \\
0 & \frac{6 E I}{l^{2}} & \frac{4 E I}{l}
\end{array}\right]\left[\begin{array}{l}
\delta_{x s} \\
\delta_{y s} \\
\theta_{s}
\end{array}\right]+\left[\begin{array}{ccc}
-\frac{E A}{l} & 0 & 0 \\
0 & -\frac{12 E I}{l^{3}} & \frac{6 E I}{l^{2}} \\
0 & -\frac{6 E I}{l^{2}} & \frac{2 E I}{l}
\end{array}\right]\left[\begin{array}{l}
\delta_{x t} \\
\delta_{y t} \\
\theta_{t}
\end{array}\right]}  \tag{S1}\\
& {\left[\begin{array}{l}
F_{x t} \\
F_{y t} \\
M_{t}
\end{array}\right]=\left[\begin{array}{ccc}
-\frac{E A}{l} & 0 & 0 \\
0 & -\frac{12 E I}{l^{3}} & -\frac{6 E I}{l^{2}} \\
0 & \frac{6 E I}{l^{2}} & \frac{2 E I}{l}
\end{array}\right]\left[\begin{array}{l}
\delta_{x s} \\
\delta_{y s} \\
\theta_{s}
\end{array}\right]+\left[\begin{array}{ccc}
\frac{E A}{l} & 0 & 0 \\
0 & \frac{12 E I}{l^{3}} & -\frac{6 E I}{l^{2}} \\
0 & -\frac{6 E I}{l^{2}} & \frac{4 E I}{l}
\end{array}\right]\left[\begin{array}{l}
\delta_{x t} \\
\delta_{y t} \\
\theta_{t}
\end{array}\right]} \tag{S2}
\end{align*}
$$

When the beam is tilted by an angel $\xi$ (Fig. S8b), the structural matrix can be expressed by a coordinate transformation[12], i.e.,

$$
[K]_{\text {tilted }}=\left[\begin{array}{ccc}
\cos \xi & -\sin \xi & 0  \tag{S3}\\
\sin \xi & \cos \xi & 0 \\
0 & 0 & 1
\end{array}\right][K]\left[\begin{array}{ccc}
\cos \xi & \sin \xi & 0 \\
-\sin \xi & \cos \xi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

With the coordinate transformation in Eq. S3, the new matrix equations can be written as

$$
\begin{align*}
& {\left[\begin{array}{l}
F_{x s} \\
F_{y s} \\
M_{s}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{E A}{l} \cos ^{2} \xi+\frac{12 E I}{l^{3}} \sin ^{2} \xi & \sin \xi \cos \xi\left(\frac{E A}{l}-\frac{12 E I}{l^{3}}\right) & -\frac{6 E I}{l^{2}} \sin \xi \\
\sin \xi \cos \xi\left(\frac{E A}{l}-\frac{12 E I}{l^{3}}\right) & \frac{E A}{l} \sin ^{2} \xi+\frac{12 E I}{l^{3}} \cos ^{2} \xi & \frac{6 E I}{l^{2}} \cos \beta \\
-\frac{6 E I}{l^{2}} \sin \xi & \frac{6 E I}{l^{2}} \cos \xi & \frac{4 E I}{l}
\end{array}\right]\left[\begin{array}{l}
\delta_{x s} \\
\delta_{y s} \\
\theta_{s}
\end{array}\right]} \\
& +\left[\begin{array}{ccc}
-\frac{E A}{l} \cos ^{2} \xi-\frac{12 E I}{l^{3}} \sin ^{2} \xi & \sin \xi \cos \xi\left(-\frac{E A}{l}+\frac{12 E I}{l^{3}}\right) & -\frac{6 E I}{l^{2}} \sin \xi \\
\sin \xi \cos \xi\left(-\frac{E A}{l}+\frac{12 E I}{l^{3}}\right) & -\frac{E A}{l} \sin ^{2} \xi-\frac{12 E I}{l^{3}} \cos ^{2} \xi & \frac{6 E I}{l^{2}} \cos \xi \\
\frac{6 E I}{l^{2}} \sin \xi & -\frac{6 E I}{l^{2}} \cos \xi & \frac{2 E I}{l}
\end{array}\right]\left[\begin{array}{l}
\delta_{x t} \\
\delta_{y t} \\
\theta_{t}
\end{array}\right]  \tag{S4}\\
& {\left[\begin{array}{l}
F_{x t} \\
F_{y t} \\
M_{t}
\end{array}\right]=\left[\begin{array}{ccc}
-\frac{E A}{l} \cos ^{2} \xi-\frac{12 E I}{l^{3}} \sin ^{2} \xi & \sin \xi \cos \xi\left(-\frac{E A}{l}+\frac{12 E I}{l^{3}}\right) & \frac{6 E I}{l^{2}} \sin \xi \\
\sin \xi \cos \xi\left(-\frac{E A}{l}+\frac{12 E I}{l^{3}}\right) & -\frac{E A}{l} \sin ^{2} \xi-\frac{12 E I}{l^{3}} \cos ^{2} \xi & -\frac{6 E I}{l^{2}} \cos \xi \\
-\frac{6 E I}{l^{2}} \sin \xi & \frac{6 E I}{l^{2}} \cos \xi & \frac{2 E I}{l}
\end{array}\right]\left[\begin{array}{l}
\delta_{x s} \\
\delta_{y s} \\
\theta_{s}
\end{array}\right]} \\
& +\left[\begin{array}{ccc}
\frac{E A}{l} \cos ^{2} \xi+\frac{12 E I}{l^{3}} \sin ^{2} \xi & \sin \xi \cos \xi\left(\frac{E A}{l}-\frac{12 E I}{l^{3}}\right) & \frac{6 E I}{l^{2}} \sin \xi \\
\sin \xi \operatorname{co\xi }\left(\frac{E A}{l}-\frac{12 E I}{l^{3}}\right) & \frac{E A}{l} \sin ^{2} \xi+\frac{12 E I}{l^{3}} \cos ^{2} \xi & -\frac{6 E I}{l^{2}} \cos \xi \\
\frac{6 E I}{l^{2}} \sin \xi & -\frac{6 E I}{l^{2}} \cos \xi & \frac{4 E I}{l}
\end{array}\right]\left[\begin{array}{l}
\delta_{x t} \\
\delta_{y t} \\
\theta_{t}
\end{array}\right] \tag{S5}
\end{align*}
$$

Then we consider the simplified model as shown on the right side of Fig. 3a and redraw the schematic in Fig. S9c. We assume it is a planar rigid-joint frame. Beam AC is tilted by an angel $\beta$ with $x$ direction and beam AD titled by an angel $\gamma=\arctan (\sqrt{2})$. Due to symmetry, node B and C only deform along $x$ direction, node A only deforms along DA direction, and node $D$ is fixed. It is also noted that the cross section area of beam AD is only $1 / 3$ of the original beam AD in the 3 D unit cell, and cross section area of beam BC is also only $1 / 4$ of the original beam $B C$ in the $3 D$ unit cell. In the following analysis, we denote beam $A B$, beam $B C$, beam $A C$ and beam AD as beam 1, 2, 3 and 4, respectively (Fig. S9c). Their physical quantities are expressed
as length $l_{i}$, cross section area $A_{i}$, the area inertia $I_{i}$ and Young's modulus $E_{i}$ (i=1,2,3 or 4). We can express the relationship between the load and response on nodes for each beam and then assemble it into a larger matrix.

AB beam 1. AB beam is tilted with an angle $\xi=\pi / 2$. The load-response relationship can be written as

$$
\begin{align*}
& {\left[\begin{array}{l}
F_{x A} \\
F_{y A} \\
M_{A}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{12 E_{1} I_{1}}{l_{1}^{3}} & 0 & -\frac{6 E_{1} I_{1}}{l_{1}^{2}} \\
0 & \frac{E_{1} A_{1}}{l_{1}} & 0 \\
-\frac{6 E_{1} I_{1}}{l_{1}^{2}} & 0 & \frac{4 E_{1} I_{1}}{l_{1}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x A} \\
\delta_{y A} \\
\theta_{A}
\end{array}\right]+\left[\begin{array}{ccc}
-\frac{12 E_{1} I_{1}}{l_{1}^{3}} & 0 & -\frac{6 E_{1} I_{1}}{l_{1}^{2}} \\
0 & -\frac{E_{1} A_{1}}{l_{1}} & 0 \\
\frac{6 E_{1} I_{1}}{l_{1}^{2}} & 0 & \frac{2 E_{1} I_{1}}{l_{1}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x B} \\
0 \\
\theta_{B}
\end{array}\right]}  \tag{S6}\\
& {\left[\begin{array}{l}
F_{x B} \\
F_{y B} \\
M_{B}
\end{array}\right]=\left[\begin{array}{ccc}
-\frac{12 E_{1} I_{1}}{l_{1}^{3}} & 0 & \frac{6 E_{1} I_{1}}{l_{1}^{2}} \\
0 & -\frac{E_{1} A_{1}}{l_{1}} & 0 \\
-\frac{6 E_{1} I_{1}}{l_{1}^{2}} & 0 & \frac{2 E_{1} I_{1}}{l_{1}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x A} \\
\delta_{y A} \\
\theta_{A}
\end{array}\right]+\left[\begin{array}{ccc}
\frac{12 E_{1} I_{1}}{l_{1}^{3}} & 0 & \frac{6 E_{1} I_{1}}{l_{1}^{2}} \\
0 & \frac{E_{1} A_{1}}{l_{1}} & 0 \\
\frac{6 E_{1} I_{1}}{l_{1}^{2}} & 0 & \frac{4 E_{1} I_{1}}{l_{1}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x B} \\
0 \\
\theta_{B}
\end{array}\right]} \tag{S7}
\end{align*}
$$

$B C$ beam 2. AB beam is tilted with an angle $\xi=0$.

$$
\begin{align*}
& {\left[\begin{array}{l}
F_{x B} \\
M_{B}
\end{array}\right]=\left[\begin{array}{cc}
\frac{E_{2} A_{2}}{l_{2}} & 0 \\
0 & \frac{4 E_{2} I_{2}}{l_{2}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x B} \\
\theta_{B}
\end{array}\right]+\left[\begin{array}{cc}
-\frac{E_{2} A_{2}}{l_{2}} & 0 \\
0 & \frac{2 E_{2} I_{2}}{l_{2}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x C} \\
\theta_{C}
\end{array}\right]}  \tag{S8}\\
& {\left[\begin{array}{l}
F_{x C} \\
M_{C}
\end{array}\right]=\left[\begin{array}{cc}
-\frac{E_{2} A_{2}}{l_{2}} & 0 \\
0 & \frac{2 E_{2} I_{2}}{l_{2}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x B} \\
\theta_{B}
\end{array}\right]+\left[\begin{array}{cc}
\frac{E_{2} A_{2}}{l_{2}} & 0 \\
0 & \frac{4 E_{2} I_{2}}{l_{2}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x C} \\
\theta_{C}
\end{array}\right]} \tag{S9}
\end{align*}
$$

$A C$ beam 3. AC beam is titled with an angle $\xi=\beta$.

$$
\begin{align*}
& {\left[\begin{array}{l}
F_{x A} \\
F_{y A} \\
M_{A}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{E_{3} A_{3}}{l_{3}} \cos ^{2} \beta+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \sin ^{2} \beta & \sin \beta \cos \beta\left(\frac{E_{3} A_{3}}{l_{3}}-\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}}\right) & -\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta \\
\sin \beta \cos \beta\left(\frac{E_{3} A_{3}}{l_{3}}-\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}}\right) & \frac{E_{3} A_{3}}{l_{3}} \sin ^{2} \beta+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \cos ^{2} \beta & \frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \cos \beta \\
-\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta & \frac{6 E_{3} I_{3}}{l_{3}{ }^{2} \cos \beta} & \frac{4 E_{3} I_{3}}{l_{3}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x A} \\
\delta_{y A} \\
\theta_{A}
\end{array}\right]}  \tag{S10}\\
& {\left[-\frac{E_{3} A_{3}}{l_{3}} \cos ^{2} \beta-\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \sin ^{2} \beta \quad \sin \beta \cos \beta\left(-\frac{E_{3} A_{3}}{l_{3}}+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}}\right)-\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta\right]} \\
& +\left[\begin{array}{ccc|l}
\sin \beta \cos \beta\left(-\frac{E_{3} A_{3}}{l_{3}}+\frac{12 E_{3} I_{3}}{l_{3}^{3}}\right) & -\frac{E_{3} A_{3}}{l_{3}} \sin ^{2} \beta-\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \cos ^{2} \beta & \frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \cos \beta \\
\frac{6 E_{3} I_{3}}{l_{3}^{2}} \sin \beta & -\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \cos \beta & \frac{2 E_{3} I_{3}}{l_{3}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x C} \\
0 \\
\theta_{C}
\end{array}\right] \\
& {\left[\begin{array}{l}
F_{x C} \\
F_{y C} \\
M_{C}
\end{array}\right]=\left[\begin{array}{ccc}
-\frac{E_{3} A_{3}}{l_{3}} \cos ^{2} \beta-\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \sin ^{2} \beta & \sin \beta \cos \beta\left(-\frac{E_{3} A_{3}}{l_{3}}+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}}\right) & \frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta \\
\sin \beta \cos \beta\left(-\frac{E_{3} A_{3}}{l_{3}}+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}}\right) & -\frac{E_{3} A_{3}}{l_{3}} \sin ^{2} \beta-\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \cos ^{2} \beta & -\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \cos \beta \\
-\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta & \frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \cos \beta & \frac{2 E_{3} I_{3}}{l_{3}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x A} \\
\delta_{y A} \\
\theta_{A}
\end{array}\right]}  \tag{S11}\\
& +\left[\begin{array}{ccc}
\frac{E_{3} A_{3}}{l_{3}} \cos ^{2} \beta+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \sin ^{2} \beta & \sin \beta \cos \beta\left(\frac{E_{3} A_{3}}{l_{3}}-\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}}\right) & \frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta \\
\sin \beta \cos \beta\left(\frac{E_{3} A_{3}}{l_{3}}-\frac{12 E_{3} I_{3}}{l_{3}^{3}}\right) & \frac{E_{3} A_{3}}{l_{3}} \sin ^{2} \beta+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \cos ^{2} \beta & -\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \cos \beta \\
\frac{6 E_{3} I_{3}}{l_{3}^{2}} \sin \beta & -\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \cos \beta & \frac{4 E_{3} I_{3}}{l_{3}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x c} \\
0 \\
\theta_{C}
\end{array}\right]
\end{align*}
$$

$A D$ beam 4. AD beam is titled with an angle $\xi=\gamma=\arctan (\sqrt{2})$.

$$
\left[\begin{array}{l}
F_{x A}  \tag{S12}\\
F_{y A} \\
M_{A}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{E_{4} A_{4}}{l_{4}} \cos ^{2} \gamma+\frac{12 E_{4} I_{4}}{l_{4}{ }^{3}} \sin ^{2} \gamma & \sin \gamma \cos \gamma\left(\frac{E_{4} A_{4}}{l_{4}}-\frac{12 E_{4} I_{4}}{l_{4}{ }^{3}}\right) & -\frac{6 E_{4} I_{4}}{l_{4}{ }^{2}} \sin \gamma \\
\sin \gamma \cos \gamma\left(\frac{E_{4} A_{4}}{l_{4}}-\frac{12 E_{4} I_{4}}{l_{4}{ }^{3}}\right) & \frac{E_{4} A_{4}}{l_{4}} \sin ^{2} \gamma+\frac{12 E_{4} I_{4}}{l_{4}{ }^{3} \cos ^{2} \gamma} & \frac{6 E_{4} I_{4}}{l_{4}{ }^{2}} \cos \gamma \\
-\frac{6 E_{4} I_{4}}{l_{4}{ }^{2}} \sin \gamma & \frac{6 E_{4} I_{4}}{l_{4}{ }^{2}} \cos \gamma & \frac{4 E_{4} I_{4}}{l_{4}}
\end{array}\right]\left[\begin{array}{l}
\delta_{x A} \\
\delta_{y A} \\
\theta_{A}
\end{array}\right]
$$

We assemble Eqs. S6-S12 into one equation as

$$
\left[\begin{array}{ccc}
c_{11} & \ldots & c_{17}  \tag{S13}\\
\ldots & \ldots & \\
& & \\
& & c_{77}
\end{array}\right]\left[\begin{array}{c}
\delta_{x A} \\
\delta_{y A} \\
\theta_{71} \\
\delta_{x B} \\
\theta_{B} \\
\delta_{x C} \\
\theta_{C}
\end{array}\right]=\left[\begin{array}{c}
F_{x A} \\
F_{y A} \\
M_{A} \\
F_{x B} \\
M_{B} \\
F_{x C} \\
M_{C}
\end{array}\right]
$$

where the nonzero terms of the left side structural matrix $c_{i j}(1 \leq i \leq 7,1 \leq j \leq 7)$ include the following:
$c_{11}=\frac{12 E_{1} I_{1}}{l_{1}{ }^{3}}+\frac{E_{3} A_{3}}{l_{3}} \cos ^{2} \beta+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \sin ^{2} \beta+\frac{E_{4} A_{4}}{l_{4}} \cos ^{2} \gamma+\frac{12 E_{4} I_{4}}{l_{4}{ }^{3}} \sin ^{2} \gamma$
$c_{12}=\sin \beta \cos \beta\left(\frac{E_{3} A_{3}}{l_{3}}-\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}}\right)+\sin \gamma \cos \gamma\left(\frac{E_{4} A_{4}}{l_{4}}-\frac{12 E_{4} I_{4}}{l_{4}{ }^{3}}\right)$
$c_{13}=-\frac{6 E_{1} I_{1}}{l_{1}{ }^{2}}-\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta-\frac{6 E_{4} I_{4}}{l_{4}{ }^{2}} \sin \gamma$
$c_{14}=-\frac{12 E_{1} I_{1}}{l_{1}^{3}}$
$c_{15}=-\frac{6 E_{1} I_{1}}{l_{1}^{2}}$
$c_{16}=-\frac{E_{3} A_{3}}{l_{3}} \cos ^{2} \beta-\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \sin ^{2} \beta$
$c_{17}=-\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta$
$c_{21}=\sin \beta \cos \beta\left(\frac{E_{3} A_{3}}{l_{3}}-\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}}\right)+\sin \gamma \cos \gamma\left(\frac{E_{4} A_{4}}{l_{4}}-\frac{12 E_{4} I_{4}}{l_{4}{ }^{3}}\right)$
$c_{22}=\frac{E_{1} A_{1}}{l_{1}}+\frac{E_{3} A_{3}}{l_{3}} \sin ^{2} \beta+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \cos ^{2} \beta+\frac{E_{4} A_{4}}{l_{4}} \sin ^{2} \gamma+\frac{12 E_{4} I_{4}}{l_{4}{ }^{3}} \cos ^{2} \gamma$
$c_{23}=\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \cos \beta+\frac{6 E_{4} I_{4}}{l_{4}{ }^{2}} \cos \gamma$
$c_{26}=\sin \beta \cos \beta\left(-\frac{E_{3} A_{3}}{l_{3}}+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}}\right)$
$c_{27}=\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \cos \beta$
$c_{31}=-\frac{6 E_{1} I_{1}}{l_{1}{ }^{2}}-\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta-\frac{6 E_{4} I_{4}}{l_{4}{ }^{2}} \sin \gamma$
$c_{32}=\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \cos \beta+\frac{6 E_{4} I_{4}}{l_{4}{ }^{2}} \cos \gamma$
$c_{33}=\frac{4 E_{1} I_{1}}{l_{1}}+\frac{4 E_{3} I_{3}}{l_{3}}+\frac{4 E_{4} I_{4}}{l_{4}}$
$c_{34}=\frac{6 E_{1} I_{1}}{l_{1}^{2}}$
$c_{35}=\frac{2 E_{1} I_{1}}{l_{1}}$
$c_{36}=\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta$
$c_{37}=\frac{2 E_{3} I_{3}}{l_{3}}$
$c_{41}=-\frac{12 E_{1} I_{1}}{l_{1}^{3}}$
$c_{43}=\frac{6 E_{1} I_{1}}{l_{1}^{2}}$
$c_{44}=\frac{12 E_{1} I_{1}}{l_{1}^{3}}+\frac{E_{2} A_{2}}{l_{2}}$
$c_{45}=\frac{6 E_{1} I_{1}}{l_{1}^{2}}$
$c_{46}=-\frac{E_{2} A_{2}}{l_{2}}$
$c_{51}=-\frac{6 E_{1} I_{1}}{l_{1}^{2}}$
$c_{53}=\frac{2 E_{1} I_{1}}{l_{1}}$
$c_{54}=\frac{6 E_{1} I_{1}}{l_{1}{ }^{2}}$
$c_{55}=\frac{4 E_{1} I_{1}}{l_{1}}+\frac{4 E_{2} I_{2}}{l_{2}}$
$c_{57}=\frac{2 E_{2} I_{2}}{l_{2}}$
$c_{61}=-\frac{E_{3} A_{3}}{l_{3}} \cos ^{2} \beta-\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \sin ^{2} \beta$
$c_{62}=\sin \beta \cos \beta\left(-\frac{E_{3} A_{3}}{l_{3}}+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}}\right)$
$c_{63}=\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta$
$c_{64}=-\frac{E_{2} A_{2}}{l_{2}}$
$c_{66}=\frac{E_{2} A_{2}}{l_{2}}+\frac{E_{3} A_{3}}{l_{3}} \cos ^{2} \beta+\frac{12 E_{3} I_{3}}{l_{3}{ }^{3}} \sin ^{2} \beta$
$c_{67}=\frac{4 E_{3} I_{3}}{l_{3}}+\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta$
$c_{71}=-\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta$
$c_{72}=\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \cos \beta$
$c_{73}=\frac{2 E_{3} I_{3}}{l_{3}}$
$c_{75}=\frac{2 E_{2} I_{2}}{l_{2}}$
$c_{76}=\frac{6 E_{3} I_{3}}{l_{3}{ }^{2}} \sin \beta$
$c_{77}=\frac{4 E_{3} I_{3}}{l_{3}}+\frac{4 E_{2} I_{2}}{l_{2}}$
Here, we consider the thermal load applied on the beams. The loading vector can be expressed as

$$
\left[\begin{array}{c}
F_{x A}  \tag{S14}\\
F_{y A} \\
M_{A} \\
F_{x B} \\
M_{B} \\
F_{x C} \\
M_{C}
\end{array}\right]=\left[\begin{array}{c}
-E_{3} A_{3} \alpha_{1} \Delta T \cos \beta-E_{4} A_{4} \alpha_{2} \Delta T \cos \gamma \\
-E_{1} A_{1} \alpha_{2} \Delta T-E_{3} A_{3} \alpha_{1} \Delta T \sin \beta-E_{4} A_{4} \alpha_{2} \Delta T \sin \gamma \\
0 \\
-E_{2} A_{2} \alpha_{2} \Delta T \\
0 \\
E_{2} A_{2} \alpha_{2} \Delta T+E_{3} A_{3} \alpha_{1} \Delta T \cos \beta \\
0
\end{array}\right]
$$

where $\alpha_{1}$ and $\alpha_{2}$ are the thermal expansion coefficient of the PEGDA beam and reinforced beam, respectively.

Combining Eqs. S13 and S14, we can calculate $\delta_{x B}$. By further including the thermal expansion of beam BE in Fig. S9c, we can calculate the effective expansion ratio as

$$
\begin{equation*}
\eta=-\frac{2\left(\delta_{x B}-\alpha_{1} \Delta T l_{B E}\right)}{\sqrt{2} l_{A B}+2 L_{B E}} \tag{S15}
\end{equation*}
$$

The above analytical model (especially Eqs. S13-S15) can perfectly echo with the prediction given by Eq. 2, i.e., the effective expansion ratio increases with decreasing thermal expansion coefficients $\alpha_{2} / \alpha_{1}$ of two types of beams, and increases with increasing angel $\beta$ $(\arctan (\sqrt{2})<\beta<\pi / 2)$. However, the analytical model considers the jointing of beams is ideal rigid jointing, and the beam jointing within the fabricated sample may have complex overlaps. The analytical model is not able to quantitatively predict the experimentally observed values of negative thermal expansions. As a result, we turn to finite element calculations that can match quantitatively with our experimental results as shown in Fig. 3bc.

### 1.4. Finite element analysis of the lattice structure

The finite element analyses of the lattice structure are shown in Fig. S8. All 1/8 models of the unit cells are first designed in Solidworks and imported into a commercial code ABAQUS 6.10 .1 to implement the finite element analyses. The two types of beams are taken to obey thermoelastic model with mechanical parameters shown in Table S1. The models are discretized by C3D8H elements with more than 40,000 elements. Thermomechanical analyses are performed with increasing temperature. The result accuracy is ascertained through mesh refinement studies. The computation for each case takes around 1 hour. 2D view and 3D view of the finite element analyses are shown in Supplemental Movie S2 and S3, respectively.

## 2. Supplemental Figures



A: window for material $A$
A1: ethanol for material A
A2: cotton for material A
$B$ : window for material $B$
B1: ethanol for material B
B2: cotton for material B

FIG. S1. The design of the rotating wheel for delivering polymer solutions.


FIG. S2. Theoretically predicted and experimentally measured thermal expansion coefficients of Cu -PEGDA nanocomposite in functions of Cu volume fractions.


FIG. S3. Schematic of setup for the heating experiment.


FIG. S4. 3D view ( $\mathrm{a}, \mathrm{c}$, and e) and 2D view ( b , d , and f ) of fabricated unit cells consisted of PEGDA beams and reinforced beams with $2 \%$ vol copper (ab), $5 \%$ vol copper (cd) and $10 \%$ copper (ef).


FIG. S5. The function $\frac{2}{\sin 2 \beta}-\frac{k}{\tan \beta}$ plotted with increasing angel $\beta$. The thermal expansion coefficient ratio $k$ is set as the ratio between thermal expansion coefficient of the reinforced beam with $5 \%$ vol copper $\left(4.0 \times 10^{-5} \mathrm{~K}^{-1}\right)$ and that of PEGDA beam $\left(1.56 \times 10^{-4} \mathrm{~K}^{-1}\right)$.


FIG. S6. CAD design ( a , d , and g ), 3D views ( b , e, and h ) and 2D views ( $\mathrm{c}, \mathrm{f}$, and i ) of the fabricated unit cells with varied BC beam length, $0.74 \mathrm{~mm}(\mathrm{a}-\mathrm{c}), 0.97 \mathrm{~mm}(\mathrm{~d}-\mathrm{f})$ and $1.17 \mathrm{~mm}(\mathrm{~g}-\mathrm{i})$, respectively.


FIG. S7. A schematic to show a fabricated sample with printed layers. The mechanical properties along x (or y ) direction may be different from those along z direction.


FIG S8. Measured compressive stress-strain behaviors of the reinforced and unreinforced beams with varied copper volume fractions at 300 K and 450 K . The Young's moduli of all beams change slightly from 300 K to 450 K . All data are measured along z-direction shown in Fig. S6.


FIG S9. (a) $1 / 8$ model of the unit cell is used for the finite element calculation. (b) Finite element simulation sequence of the 3D unit cell with increasing temperature (more details in Supplemental Movie S4).


FIG S10. Schematics to show the stress states of (a) a horizontal beam and (b) a tilted beam. (c) A simplified model of the unit cell as shown in Fig. 3a.

## 3. Supplemental Table

TABLE S1. Thermomechanical properties of PEDGA beams and reinforced PEGDA beams.

| Materials | PEGDA | 2Vol\% Cu- <br> PEGDA | 5Vol\% Cu- <br> PEGDA | 10Vol\% Cu- <br> PEGDA |
| :--- | :--- | :--- | :--- | :--- |
| Young's modulus $\mathrm{E}_{\mathrm{x}}=\mathrm{E}_{\mathrm{y}}(\mathrm{Mpa})$ | 20.3 | 67.2 | 90.7 | 105.5 |
| Young's modulus $\mathrm{E}_{\mathrm{z}}(\mathrm{MPa})$ | 23.5 | 71.1 | 92.2 | 112.4 |
| Effective Young's modulus E (MPa) | 21.9 | 69.2 | 91.5 | 108.9 |
| Poisson's ratio | $\sim 0.4$ | $\sim 0.3$ | $\sim 0.3$ | $\sim 0.3$ |
| Thermal expansion coefficient $\alpha_{\mathrm{x}}=\alpha_{\mathrm{y}}$ <br> $\left(\times 10^{-6} \mathrm{~K}^{-1}\right)$ | 153 | 62.6 | 51.2 | 41.4 |
| Thermal expansion coefficient $\alpha_{\mathrm{z}}$ <br> $\left(\times 10^{-6} \mathrm{~K}^{-1}\right)$ | 158.2 | 59.2 | 49 | 38.2 |
| Effective thermal expansion <br> coefficient $\alpha\left(\times 10^{-6} \mathrm{~K}^{-1}\right)$ | 155.6 | 60.9 | 50.6 | 39.8 |

## 4. Supplemental Movie

Supplemental Movie S1. Geometrical evolution of the fabricated unit cell with increasing temperature.

Supplemental Movie S2. 3D view of geometrical evolution of the FEA simulated unit cell with increasing temperature.

Supplemental Movie S3. 2D view of geometrical evolution of the FEA simulated unit cell with increasing temperature.

Supplemental Movie S4. Geometrical evolution of the fabricated 2 by 2 composite lattice with increasing temperature.
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