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#### Abstract

Self-healing materials can typically be divided into two types: intrinsic healing that harnesses dynamic bones to autonomously repair fractures, and extrinsic healing that uses the externally added components to enable the bonding of fractured interfaces. Although the theoretical modeling of intrinsic self-healing materials has been recently studied by Wang et al., the fundamental understanding and theoretical modeling of the extrinsic selfhealing materials remain elusive. Without a deep understanding of the extrinsic healing mechanics, the design of extrinsic-healing materials and corresponding applications are still at the trial-and-error stage. Here, taking bacterial-precipitation-enabled healing as an example, we construct a modeling framework to explain the bacteria-assisted extrinsic healing mechanics. A model for the growth of crystal pillars is developed to explain the bacteria-assisted growth of the calcium carbonate $\left(\mathrm{CaCO}_{3}\right)$ crystal forest within the fracture interface, and a cohesive zone model is built to explain the interfacial bonding. Our modeling framework can explain the evolution of the interfacial healing strength over the healing time and reveal the effects of interface distance and concentrations of bacteria and calcium ions on the healing performance. The modeling results are consistent with the bacteria-assisted healing experiments of ceramics and cement.


(c) 2020 Elsevier Ltd. All rights reserved.

## 1. Introduction

Self-healing materials are synthetic materials that have special ability to repair fractures without human interventions (Binder, 2013; Li et al., 2018; Roy et al., 2015; Taylor, 2016; Thakur and Kessler, 2015; van der Zwaag, 2007; Wei et al., 2014; Wojtecki et al., 2011; Wu et al., 2008; Yang and Urban, 2013). Self-healing materials have been used in a broad range of applications, including flexible electronics (Tee et al., 2012), energy storage (Wang et al., 2013b), biomaterials (Brochu et al., 2011), and robotics (Terryn et al., 2017). Self-healing materials are typically divided into two types: The first type is "intrinsic self-healing material" that features dynamic bonds that can autonomously reform once fractured material parts are brought into contact. These dynamic bonds have been widely studied in soft polymer systems, such as dynamic covalent bonds (Chen et al., 2002; Ghosh and Urban, 2009; Imato et al., 2012; Lu and Guan, 2012; Skene and Lehn, 2004), hydrogen bonds (Chen et al., 2012; Cordier et al., 2008; Montarnal et al., 2009; Phadke et al., 2012; Sijbesma et al., 1997; Wang et al., 2013a), ionic bonds (Das et al., 2015; Haraguchi et al., 2011; Ihsan et al., 2016; Mayumi et al., 2016; Sun et al., 2012, 2013; Wang et al., 2010), metal-ligand coordination (Burnworth et al., 2011; Holten-Andersen et al., 2011; Kersey et al., 2007; Nakahata et al., 2011; Rowan and Beck, 2005; Wang et al., 2013b), host-guest interactions (Liu et al., 2017a, 2017b), hydrophobic interactions (Gulyuz and Okay, 2014; Okay, 2015), and $\pi-\pi$ stacking (Fox et al., 2012). The characteristic of
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Fig. 1. Bioinspired concept of bacteria-assisted extrinsic healing. (a) Schematics for the healing process of a fractured human bone enabled by osteoblastinduced precipitation of callus. (b) Schematics for the healing process of a fractured ceramic bone enabled by bacteria-assisted precipitation of $\mathrm{CaCO}_{3}$.
the intrinsic self-healing material is that the microstructure of the healed material resembles that of the virgin material. The second type is "extrinsic self-healing material" that harnesses the externally added components to enable the bonding of fractured interfaces. The externally added components include encapsulates of curing agents that can be released upon fractures (Blaiszik et al., 2010; Cho et al., 2006; Keller et al., 2007; Toohey et al., 2007; White et al., 2001), healing agents that can be activated to heal ceramics at high temperature ( $>1000^{\circ} \mathrm{C}$ ) (Ando et al., 2002, 2001; Chu et al., 1995; Li et al., 2012; Osada et al., 2017; Raj et al., 2014; Sloof et al., 2016; Song et al., 2008), and microorganism-assisted crystal precipitations that can bond the fracture interfaces of cementitious materials (Achal and Mukherjee, 2015; Jonkers et al., 2010; Luo et al., 2018; Nguyen et al., 2018; Wang et al., 2014). Different from the intrinsic healing materials, the materials within the healing interface region may be different from that of the virgin material. This extrinsic healing paradigm is typically used for traditionally unhealable stiff materials, such as rigid polymers, ceramics, and cement.

Despite the rich experimental studies of various extrinsic self-healing materials, the theoretical modeling of the selfhealing mechanics is still at the incipient stage. Although the theoretical modeling of intrinsic healing materials has been recently studied by Wang et al. (2017), Xin et al. (2019), Yu et al. (2019a), (2018), (2019b), the fundamental understanding and theoretical modeling of the extrinsic healing materials remain elusive. Without a deep understanding of the extrinsic healing mechanics, the design of extrinsic-healing materials and the corresponding applications are still at the trial-anderror stage. In order to reveal the mechanism and guide future applications, a theoretical understanding of extrinsic healing mechanics is highly desired.

Here, we consider a class of extrinsic healing behavior that is enabled by bacteria-assisted crystal precipitation. This paradigm has been used to heal cementitious materials (Achal and Mukherjee, 2015; Jonkers et al., 2010; Luo et al., 2018; Nguyen et al., 2018; Wang et al., 2014). We here employ bacteria-assisted crystal precipitation to enable the healing of structured ceramics. This new technology has three outstanding advantages: (1) This paradigm is compatible with 3D-printed ceramics. Emerging additive manufacturing technology brings a leap to the ceramic field by enabling rapid prototyping of free-form ceramic architectures (Eckel et al., 2016; Halloran, 2016; Jang et al., 2013; Meza et al., 2014; Muth et al., 2017; Zanchetta et al., 2016a; Zocca et al., 2015) for applications as diverse as machine engines (Padture et al., 2002), energy storage devices (Li et al., 2016), biomedical devices (Park and Lakes, 2007), water membranes (Low et al., 2017), and body armor (Pugh and Pugh, 1971). Despite the great potential, a longstanding challenge is that 3D-printed ceramics typically feature low tolerance to damages and fractures (Eckel et al., 2016; Halloran, 2016; Jang et al., 2013; Meza et al., 2014; Muth et al., 2017; Zanchetta et al., 2016a; Zocca et al., 2015). This new healing paradigm is expected to significantly improve the damage tolerance of the 3D-printed ceramic structures. (2) This paradigm enables the healing of ceramics at room temperature. Existing healable bulk ceramics primarily rely on oxidation or re-sintering at high temperatures ( $>1000^{\circ} \mathrm{C}$ ) (Ando et al., 2002, 2001; Chu et al., 1995; Li et al., 2012; Osada et al., 2017; Raj et al., 2014; Sloof et al., 2016; Song et al., 2008). The high-temperature requirement precludes any in situ or autonomous healing of ceramics that operate at low temperatures, such as biomedical devices (Park and Lakes, 2007), water membranes (Low et al., 2017), and body armor (Pugh and Pugh, 1971). The room-temperature healing may drastically expand the practical application potential of self-healable ceramics. (3) This paradigm highlights the potential for creating biomimetic bones with self-healing capability. The healing of a fractured human bone relies on stem cells called osteoblasts to precipitate mineralized calluses (primarily $\mathrm{Ca}_{10}\left(\mathrm{PO}_{4}\right)_{6}(\mathrm{OH})_{2}$ ) to bridge fracture interfaces at body temperature (Fig. 1a) (Guan et al., 2012; Schindeler et al., 2008; Taylor et al., 2007). Inspired by
bones, we here employ bacteria (i.e., Sporocarcina pasteurii) as artificial osteoblasts to enable interfacial healing of ceramics at room temperature (Fig. 1b).

The process of the bacterial-precipitation-enabled healing of ceramics is hypothesized as two steps: In step 1, the bacteria-assisted nucleation and growth of crystals (i.e., $\mathrm{CaCO}_{3}$ ) within the fracture interface region with a small interface gap (e.g., $300 \mu \mathrm{~m}$ ). In step 2, the bacteria-assisted precipitation enables strong bonding to bridge the fracture interface, eventually leading to a healed interface with an interfacial strength comparable to the strength of the virgin ceramic material. Here, we develop a modeling framework to explain these two steps for the bacteria-assisted healing of ceramics: We employ a model for the growth of crystal pillars to explain the bacteria-assisted growth of the $\mathrm{CaCO}_{3}$ crystal forest within the fracture interface, and a cohesive zone model to explain the interfacial bonding. Our modeling framework can eventually explain the evolution of the interfacial healing strength over the healing time. The modeling results are consistent with the bacteria-assisted healing experiments of ceramics and cement.

The plan of this paper is as follows. In Section 2, the experimental procedures and results for the bacteria-assisted healing of ceramics and cement are presented. In Section 3, we construct the modeling framework which includes the bacteriaassisted production of solute $\mathrm{CaCO}_{3}$, nucleation and growth of crystal pillars, and cohesive modeling of the healed interface. In Section 4, we show the theoretically calculated results of the models and discuss the effects of healing interface distance, bacterial concentration, and calcium ions on the healing performance. Section 5 will illustrate the comparison between the theoretical and experimental results. The conclusive remarks are presented in Section 6.

## 2. Experimental procedures and results

Poly (methyl-silsesquioxane) (MK) powders were purchased from Gelest. Tetrahydrofuran (THF), tri (propylene glycol) methyl ether (DOWANOL), 3-(Trimethoxysilyl) propyl methacrylate (TMSPM), phenylbis (2,4,6-trimethylbenzoyl) phosphine oxide (photoinitiator), Sudan I (photo absorber), and ethanol were all purchased from Sigma-Aldrich. 48- $\mu \mathrm{m}$ polymethylmethacrylate (PMMA) powders were purchased from Goodfellow. Hydrochloric acid was purchased from GR ACS. The MKTMSPM resin was prepared same as described in Zanchetta's paper (Zanchetta et al., 2016b). 18 g PMMA was mixed with 30 g resin by stirring for 2 h . Besides, 1.5 g PI and 0.03 g Sudan I were added and mixed well by stirring for another 20 min to obtain the photocurable preceramic polymer. The photopolymerization experiments were performed with a projection stereolithography system. Rectangular samples were printed with a dimension of $24 \mathrm{~mm} \times 8 \mathrm{~mm} \times 2 \mathrm{~mm}$. Samples were dried in air at room temperature for 24 h and subsequently pyrolyzed in a tube furnace (Thermo Scientific Lindberg/Bule M TF55030A). The furnace temperature was programmed to increase from 25 to $350^{\circ} \mathrm{C}$ over 3 h 30 min and then keep at $350^{\circ} \mathrm{C}$ for 1 h in airflow. The furnace was continuously heated up from 350 to $1000^{\circ} \mathrm{C}$ over 10 h and then kept at $1000^{\circ} \mathrm{C}$ over 1 h in a nitrogen atmosphere (99.998\%). Finally, the furnace was cooled from 1000 to $25^{\circ} \mathrm{C}$ over 4 h 30 min in a nitrogen atmosphere. Porous ceramic samples were manufactured via thermal degradation of PMMA and pyrolysis of the MK-TMSPM network.

The cement clinker used in the current research was purchased from Pure Organic Ingredients. Cement paste samples were prepared at the w/c (DI water/cement) of 0.5 (Li et al., 2004). The well-mixed cement paste was injected into rectangular molds ( $16.8 \mathrm{~mm} \times 5.6 \mathrm{~mm} \times 1.2 \mathrm{~mm}$ ) and cured for 4 days in a certain atmosphere (temperature of $25^{\circ} \mathrm{C}$ and relatively humidity of around $90 \%$ ) which was controlled by an incubator.

Sporosarcina pasteurii (ATCC 11859, non-infectious) was purchased from American Type Culture Collection (ATCC). Tryptone, ammonium sulfate, ammonium chloride, sodium bicarbonate, and calcium chloride were purchased from SigmaAldrich. Urea, tricine, yeast extract, agar, and l-glutamic acid were purchased from Alfa Aesar, to prepare the BPU medium (ATCC 1832) and the urea- $\mathrm{CaCl}_{2}$ medium. Difco nutrient broth was purchased from Fisher Scientific. All chemicals were used without further purification. The medium preparation has been described in other papers (Bang et al., 2001; Stocks-Fischer et al., 1999). Sporosarcina pasteurii was inoculated and grown in the solid BPU medium for two days at $30^{\circ} \mathrm{C}$.

Both porous ceramic samples and cement samples were soaked in 150 ml BPU medium with bacteria for 24 h at $30^{\circ} \mathrm{C}$ (Fig. 2ab). The cell concentration in the growth medium is around $0.8 \times 10^{8} \sim 1.4 \times 10^{8}$ cells $/ \mathrm{ml}$, which was determined by reading the optical density at 600 nm (Thermo Scientific NanoDrop UV-VIS Spectrophotometer). The purpose of the presoaking was to attach the bacteria to the surface of the ceramic pores. The surface-attached bacteria serve as the nucleation sites for the crystal precipitation. A three-point-bending load was applied to break the samples into two parts (Fig. 2c) and the original strength was tested concurrently. The fractured structures were fixed tightly with glass supports and VHB tapes leaving around $300 \mu \mathrm{~m}$-wide cracks between the two broken parts (Fig. 2 d ). The interfacial gap ( $300 \mu \mathrm{~m}$ ) is set to enable the interfacial bridging with the precipitated crystals. After then, the fixed structures were immersed in 150 ml urea- $\mathrm{CaCl}_{2}$ medium and kept in an incubator at $25^{\circ} \mathrm{C}$ (Fig. 2e). This precipitation medium was refreshed every 24 h . Certain quantities of bacteria were moved from microbial culture into the newly added medium via warmed inoculating loop to achieve a specific cell concentration ( $\sim 1.0 \times 10^{8}$ cell $/ \mathrm{mL}$ ). Three-point bending (3PB) tests were carried out on these treated samples using an Instron mechanical tester (Model 5942) every two days from day 0 to day 14 . The time-varying sample surface was recorded with a camera (Canon EOS 70D). The interfacial microstructures, bacteria, and precipitations of ceramic samples were imaged using an scanning electron microscope (SEM) (JEOL JSM-7001).

During the healing process, precipitated $\mathrm{CaCO}_{3}$ crystals gradually grew and eventually formed bridges between the fracture interfaces (Fig. 3ab). This was further confirmed by interfacial SEM images: both size and surface coverage of the adhered crystal particles increased over days (Fig. 3c). The healing strengths of the healed ceramics were further charac-


Figure 2. Experimental process of the bacteria-induced interfacial healing of ceramics. The sample was first immersed into a medium containing ureaseproducing bacteria Sporosarcina pasteurii for 24 h to enable the bacteria to attach to pore surfaces (a-b). Then the sample was broken into two parts (c). Two fractured pieces were brought into contact with a very small gap distance ( $\sim 300 \mu \mathrm{~m}$ ) and the relative position was fixed with glass supports and VHB tapes (d). Finally, the fracture interface was exposed to a precipitation medium (e).
terized by 3PB tests (Fig. 3d). It was found that the maximum loads of the 3PB tests increased over days until reaching a plateau which was around the maximum load of the virgin ceramic. We then calculated the effective flexural strength of the healed interface and normalized it with virgin flexural strength to obtain the healing strength ratio. The healing strength ratio increased with the healing time and reaches a plateau around $100 \%$ after 10 days (Fig. 3e).

Cement samples were immersed in the urea- $\mathrm{CaCl}_{2}$ medium as the experimental process of ceramic samples (Fig. 4a). Visibly, the crack on the surface was gradually covered by $\mathrm{CaCO}_{3}$ precipitation over days (Figs. 4 b ). The crack was clearly visible at the beginning, but blurrier over days. Similarly, a plateau of the healing strength of cement samples was obtained after 10 days (Fig. 4cd).

## 3. Modeling framework

In this section, we will establish a modeling framework to understand the mechanism of the microbial precipitation induced interfacial bonding. The model will be able to explain the mechanisms of the following three processes: (1) The bacteria-assisted chemical reaction produces solute calcium carbonates $\left(\mathrm{CaCO}_{3}\right)$. (2) Once the solute calcium carbonates are oversaturated in the solution, they will precipitate as solid crystals initiated by the bacteria bonded on the solid surface. The precipitated crystals will grow over time to bridge the interfacial gap of the fracture. (3) When the bridged/healed sample undergoes a 3PB test, the healed interface fractures when the load is large enough. In process 1 , the model primarily covers the chemical kinetics for the formation of solute calcium carbonates. In process 2, the model will explain the nucleation and growth process of the precipitation. In process 3, the model addresses the interfacial fracture problem of the healed sample under the 3PB load.

Although the microbially-induced mineral precipitation has been modeled in sand systems (Barry, 2018; Ebigbo et al., 2012; Hommel et al., 2015), these studies are primarily focused on the precipitation of isolated crystal particles within the solution. It is still elusive how to model the growth of the microbial precipitation and how to connect the precipitation growth to the healed interfacial strength. Here, we overcome these technical barriers by developing a modeling framework to quantitatively relate the interfacial healing strength and the healing time.


Fig. 3. Experiments of bacteria-assisted healing of ceramics. (a) Schematics of nucleation and growth of bacteria-assisted precipitation of $\mathrm{CaCO}_{3} \mathrm{crystals}^{2}$ on the fracture interface over 10 days. (b) Healing of ceramic plate samples (length 17 mm , width 5.68 mm , and thickness 1.42 mm ) over 10 days. (c) SEM images of healing interfaces of ceramic plate samples over 10 days. (d) Load-displacement curves of virgin and healed samples over 10 days in 3 PB tests. The inset shows the schematic for the 3 PB test, where $F$ is applied load, $L_{s}$ is span between two supporting points, and $w$ is sample thickness. (e) Healing strength ratios of ceramic plates as a function of healing time. Healing strength ratio is defined as the effective flexural strength of healed samples normalized by that of the virgin sample.

### 3.1. Bacteria-assisted production of solute calcium carbonates

The chemical reactions related to the production of solute calcium carbonates $\left(\mathrm{CaCO}_{3}\right)$ are shown in Fig. 5a (Barry, 2018; Ebigbo et al., 2012; Hommel et al., 2015). First, the urea $\left(\mathrm{CO}\left(\mathrm{NH}_{2}\right)_{2}\right)$ activated by the bacteria-produced enzyme urease undergoes a ureolysis reaction to produce the ammonium and carbonate ions. The carbonate ions then react with calcium ions to form solute $\mathrm{CaCO}_{3}$. In the beginning, the urea, calcium ions, and bacteria are given with initial concentrations as $C_{\text {urea }}^{0}, C_{C a^{2+}}^{0}$, and $C_{\text {bacteria }}^{0}$, respectively. During the process, the concentration of the urea, calcium ions, and bacteria decreases to produce the solute $\mathrm{CaCO}_{3}$ which is precipitated out as crystal solids if proper condition is given.

The urease-catalyzed decomposition of urea can be explained by the Michaelis-Menten kinetics (Johnson and Goody, 2011; Krajewska, 2009), written as

$$
\begin{equation*}
\frac{\partial C_{\text {urea }}}{\partial t}=-\frac{k_{\text {cat }} C_{\text {urease }} C_{\text {urea }}}{C_{\text {urea }}+K_{M}} \tag{1}
\end{equation*}
$$

where $C_{\text {urea }}$ is the concentration of urea ( $\mathrm{mol} / \mathrm{L}$ ), $C_{\text {urease }}$ is the concentration of urease ( $\mathrm{mol} / \mathrm{L}$ ), $k_{\text {cat }}$ is the catalytic rate $\left(\mathrm{s}^{-1}\right)$, and $K_{M}$ is the Michaelis constant ( $\mathrm{mol} / \mathrm{L}$ ). The enzyme urease is produced by the bacteria, governed by (Sarda et al., 2009)

$$
\begin{equation*}
\frac{\partial C_{\text {urease }}}{\partial t}=k_{b} C_{\text {bacteria }} \tag{2}
\end{equation*}
$$

where $k_{b}$ is the production rate ( $\mathrm{mol} / \mathrm{L} / \mathrm{s} /\left(\mathrm{cell} / \mathrm{mL}\right.$ )) and $C_{\text {bacteria }}$ is the bacterial concentration (cell $/ \mathrm{mL}$ ).
We consider the production of the $\mathrm{CaCO}_{3}$ is an irreversible reaction with the changing rate of the calcium ions written as (Reddy and Gaillard, 1981)

$$
\begin{equation*}
\frac{\partial C_{C a^{2+}}}{\partial t}=-k_{c} C_{C a^{2+}} C_{C O_{3}^{2-}} \tag{3}
\end{equation*}
$$



Fig. 4. Experiments of bacteria-assisted healing of cement. (a) Schematics of nucleation and growth of bacteria-assisted precipitation of $\mathrm{CaCO}_{3}$ crystals on the fracture interface over 10 days. (b) Healing of cement plate samples over 10 days (c) Load-displacement curves of virgin and healed samples over 10 days in $3 P B$ tests. (d) Healing strength ratios of ceramic plates as a function of healing time. Healing strength ratio is defined as the effective flexural strength of healed samples normalized by that of the virgin sample.
a

$$
\begin{gathered}
\mathrm{CO}\left(\mathrm{NH}_{2}\right)_{2}+2 \mathrm{H}_{2} \mathrm{O} \xrightarrow{\text { Urease }} 2 \mathrm{NH}_{4}^{+}+\mathrm{CO}_{3}^{2-} \\
\mathrm{Ca}^{2+}+\mathrm{CO}_{3}^{2-} \rightarrow \mathrm{CaCO}_{3}
\end{gathered}
$$

b


Fig. 5. Model system for the growth of a pillar. (a) Chemical reactions for the production of solute $\mathrm{CaCO}_{3}$. (b) Schematics to show bacteria-assisted nucleation and growth of $\mathrm{CaCO}_{3}$ crystals on a ceramic surface. (c) Simplified pillar model for the crystal. (d) The diffusion-controlled growth of a precipitated crystal particle. $C_{p}$ is the concentration of the solute in the precipitate. $C_{c}$ is the concentration of the solute in the solution. $C_{s}$ is the concentration of the solution after precipitation. (e) Simplification of the concentration profile.
where $C_{C a^{2+}}$ is the concentration of the calcium ions $(\mathrm{mol} / \mathrm{L}), C_{\mathrm{CO}_{3}^{2-}}$ is the concentration of the carbonate ions ( $\mathrm{mol} / \mathrm{L}$ ), and $k_{c}$ is the reaction rate $(1 / \mathrm{s} /(\mathrm{mol} / \mathrm{L}))$. The concentration of the calcium ions is given in the initial state, and then decreases during the reaction. The carbonate ions are produced during the decomposition of urea and consumed by the reaction between the carbonate ions and calcium ions. Therefore, the changing rate of $\mathrm{CO}_{3}^{2-}$ can be calculated as

$$
\begin{equation*}
\frac{\partial C_{\mathrm{CO}_{3}^{2-}}}{\partial t}=\frac{k_{\text {cat }} C_{\text {urease }} C_{\text {urea }}}{C_{\text {urea }}+K_{M}}-k_{c} C_{\mathrm{Ca}^{2+}} C_{\mathrm{CO}_{3}^{2-}} \tag{4}
\end{equation*}
$$

At the initial state, the concentration of the bacteria is given. During the one-day process, the concentration of bacteria decreases because high concentrations of carbonate ions and calcium ions are not pleasant living conditions for the bacteria. The changing rate of the bacteria can be roughly modeled as (Juška et al., 2006; Teleken et al., 2011; Zwietering et al., 1990)

$$
\begin{equation*}
\frac{\partial C_{\text {bacteria }}}{\partial t}=-k_{d} C_{\text {bacteria }} C_{C a^{2+}} C_{\mathrm{CO}_{3}^{2-}} \tag{5}
\end{equation*}
$$

where $k_{d}$ is the bacterial death rate $\left(1 / \mathrm{s} /(\mathrm{mol} / \mathrm{L})^{2}\right)$.
If we assume the initial concentration of the urea ( $C_{u r e a}^{0}$ ) is higher than that of the calcium ions $\left(C_{C a^{2+}}^{0}\right)$, the concentration of produced solute $\mathrm{CaCO}_{3}$ can be calculated as

$$
\begin{equation*}
C_{C}=C_{C a^{2+}}^{0}-C_{C a^{2}} \tag{6}
\end{equation*}
$$

where $C_{C}$ is the concentration of produced solute $\mathrm{CaCO}_{3}(\mathrm{~mol} / \mathrm{L})$. Note that the accumulation of the solute $\mathrm{CaCO}_{3}$ does not preclude the formation of the solute $\mathrm{CaCO}_{3}$, because the production of $\mathrm{CaCO}_{3}$ is modeled as an irreversible reaction. The concentration of solute $\mathrm{CaCO}_{3}$ is actually a fictitious concentration value because solute $\mathrm{CaCO}_{3}$ with high enough concentration will be precipitated as a crystal solid (see Section 3.2). Since the production of $\mathrm{CaCO}_{3}$ is modeled as an irreversible reaction, the precipitation of $\mathrm{CaCO}_{3}$ crystals does not affect the chemical kinetics to produce the solute $\mathrm{CaCO}_{3}$.

### 3.2. Nucleation and growth of crystals

The precipitation process can be considered as follows. Bacteria S. pasteurii first grow within the porous ceramic and attach to the pore surface (Fig. 5bi). Once the ceramic is fractured and adequate precipitation chemicals (e.i., urea and $\mathrm{Ca}^{2+}$ ) are delivered to the fracture location, bacteria produce an enzyme called urease which decomposes urea to initiate the nucleation of $\mathrm{CaCO}_{3}$ crystals around the bacteria (Figs. 5bii) (De Muynck et al., 2010; Li et al., 2018). Then crystals gradually grow to cover the bacteria and bond on the ceramic surface. The crystals then grow into larger particles (Fig. 5biii), and new crystals nucleate and grow on the existing crystal particles to form a pillar-like structure, eventually bridging the fracture interface (Fig. 5biv).

The nucleation of the crystals is heterogeneous nucleation with the nucleation rate (number of nuclei per unit area and per second) written as (Porter et al., 2009)

$$
\begin{equation*}
\dot{N}_{\text {het }}=\omega C_{1} \exp \left(\frac{\Delta G_{m}}{k_{B} T}\right) \exp \left(\frac{\Delta G_{h e t}^{*}}{k_{B} T}\right) \tag{7}
\end{equation*}
$$

where $\Delta G_{m}$ is the activation energy for the atomic migration, $\omega$ is a factor to consider the vibration frequency of the atoms, $C_{1}$ is the concentration of heterogeneous nucleation sites per unit volume, $k_{B}$ is Boltzmann constant, and $T$ is the temperature. $\Delta G_{h e t}^{*}$ is the energy barrier for the heterogeneous nucleation, and can be expressed as (Porter et al., 2009)

$$
\begin{equation*}
\Delta G_{h e t}^{*}=\frac{(2+\cos \theta)(1-\cos \theta)^{2}}{2}\left(\frac{16 \pi \gamma^{3}}{3 \Delta G_{v}^{2}}\right) \tag{8}
\end{equation*}
$$

where $\Delta G_{V}$ is the free energy reduction per unit volume during the precipitation process, $\gamma$ is the interfacial energy, and $\theta$ is the wetting angle between the liquid and solid phases. According to Eqs. (7) and (8), the nucleation rate is a linear relationship of the concentration of the heterogeneous nucleation sites. As shown in Fig. 5b, the attached bacteria provide the nucleation sites. We here make a bold assumption that the attached bacteria should be a linear relationship with the bacteria concentration $C_{\text {bacteria }}$ within the medium. Therefore, we conclude that the nucleation rate is a linear relationship with the bacteria concentration, written as

$$
\begin{equation*}
\dot{N}_{\text {het }}=\frac{\partial N_{\text {net }}}{\partial t}=k_{u} C_{\text {bacteria }} \tag{9}
\end{equation*}
$$

where $k_{u}$ is a constant parameter ( $\mathrm{s}^{-1}$ ).
Next, we consider the growth of the precipitation (Fig. 5c). We here first consider the growth of pillar-like precipitation. During the growth, both the radius $r$ and length $L$ of the crystal pillar increase. Let us first consider an intermediate state to depict the growth of the radius $r$. Physically, the concentration of soluble $\mathrm{CaCO}_{3}$ in the water (denoted as $C_{s}$ ) is very low ( $0.013 \mathrm{~g} / \mathrm{L}$ ) (Tegethoff et al., 2001); however, the concentration of solute $\mathrm{CaCO}_{3} C_{C}$ is usually much higher than $C_{s}$. When the solution is in the oversaturated state, the $\mathrm{CaCO}_{3}$ will precipitate as crystals. Bacteria provide nuclei for the $\mathrm{CaCO}_{3}$
precipitation (Balluffi et al., 2005; Porter et al., 2009). The $\mathrm{CaCO}_{3}$ crystal is expected to first nucleate around the bacteria sites and then gradually grow out to fill the fracture gap.

The precipitation growth in the radius can be understood as follows with a schematic in Fig. 5d. The substrate is located at $r=0$, and the precipitation front is at $r$. Within the area $0-r$ is in the precipitation state with the molar concentration of $\mathrm{CaCO}_{3}$ within the solid precipitation as $\mathrm{C}_{p}$. Right at precipitation front $r^{+}$, the molar concentration of solute $\mathrm{CaCO}_{3}$ is $\mathrm{C}_{s}$; while at the location far from the precipitation front, the molar concentration of solute $\mathrm{CaCO}_{3}$ is $\mathrm{C}_{c}$. The molar concentration profile of $\mathrm{CaCO}_{3}$ around the precipitation front is shown in Fig. 5d. Considering the front moves by a small distance $d r$ within a small time $d t$, the number of $\mathrm{CaCO}_{3}$ atoms needed for such a movement is given by

$$
\begin{equation*}
d N=\left(C_{p}-C_{s}\right)(2 \pi r) d r d z \tag{10}
\end{equation*}
$$

where $d z$ is a segment length along the pillar length. Since $\mathrm{CaCO}_{3}$ atoms are supplied to the front by diffusion, using the Fick's first law, we can estimate the number of $\mathrm{CaCO}_{3}$ atoms that diffuse in time $d t$ as

$$
\begin{equation*}
d N=D(2 \pi r d z) \frac{\partial C}{\partial r} d t \tag{11}
\end{equation*}
$$

where Dis the diffusion coefficient of $\mathrm{CaCO}_{3}$ atoms within the solution and $\mathrm{C}(r, t)$ is the concentration of solute $\mathrm{CaCO}_{3}$ at location $r$ and at time $t$. Equating the quantities $d N$ in Eqs. (10) and (11), we obtain the movement velocity as (Balluffi et al., 2005; Porter et al., 2009; Zener, 1949)

$$
\begin{equation*}
\frac{d r}{d t}=\frac{D}{C_{p}-C_{s}} \frac{\partial C}{\partial r} \tag{12}
\end{equation*}
$$

To estimate $\partial C / \partial r$ in Eq. (12), we consider a simplified concentration profile shown in Fig. 5e. The concentration gradient can be estimated as

$$
\begin{equation*}
\frac{\partial C}{\partial r} \approx \frac{C_{c}-C_{s}}{L_{t}} \tag{13}
\end{equation*}
$$

where $L_{t}$ is the effective length of the concentration tail. Using the conservation of mass between the two shadow areas in Fig. 5 e , we obtain

$$
\begin{equation*}
\left(\pi r^{2} d z\right)\left(C_{p}-C_{c}\right)=\pi\left[\left(L_{t}+r\right)^{2}-r^{2}\right] d z\left(\frac{C_{c}-C_{s}}{2}\right) \tag{14}
\end{equation*}
$$

We thus can obtain $L_{t}$ as

$$
\begin{equation*}
L_{t}=r\left[\sqrt{\frac{2 C_{p}-C_{c}-C_{s}}{C_{c}-C_{s}}}-1\right] \tag{15}
\end{equation*}
$$

Integrating Eqs. (15), (13), and (12), we obtain

$$
\begin{equation*}
\frac{d r}{d t}=\frac{D}{C_{p}-C_{s}} \frac{C_{c}-C_{s}}{r\left[\sqrt{\frac{2 C_{p}-C_{c}-C_{S}}{C_{c}-C_{s}}}-1\right]} \tag{16}
\end{equation*}
$$

Since $C_{s} \ll C_{C}$ and $C_{s} \ll C_{p}$, we reduce Eq. (16) as

$$
\begin{equation*}
\frac{d r}{d t}=\frac{D C_{c}}{r C_{p}\left[\sqrt{\frac{2 C_{p}-C_{c}}{C_{c}}}-1\right]} \tag{17}
\end{equation*}
$$

To link the pillar length and the radius, we employ the Zener-Hillert equation to model the growth of a pillar as (Hillert, 1957; Zener, 1946)

$$
\begin{equation*}
\frac{d L}{d t}=\frac{D}{4 r} \frac{c_{p}-c_{c}}{c_{c}-c_{s}} \tag{18}
\end{equation*}
$$

where $L$ is the pillar length. Since $C_{s} \ll C_{C}$ and $C_{s} \ll C_{p}$, we reduce Eq. (18) as

$$
\begin{equation*}
\frac{d L}{d t}=\frac{D\left(c_{p}-c_{c}\right)}{4 r c_{c}} \tag{19}
\end{equation*}
$$

The initial condition for Eqs. (17) and (19) is

$$
\begin{equation*}
L(t=0) \approx r(t=0)=r_{0} \tag{20}
\end{equation*}
$$

where $r_{0}$ is the initial nuclei radius that can be appreciated as the average radius of bacteria. Integrating Eqs. (17), (19), and (20), we can fully solve the radius $r$ and length $L$ of the pillar during the growth process.

Once the nucleation and growth of a crystal pillar are understood, let us consider the group behavior of all crystal pillars on the fracture interface (Fig. 6a). When a pillar length $L$ is equal to the interface distance $L_{g}$, this pillar is expected to bridge


Fig. 6. Growth of pillar forest to bridge the fracture interface. (a) Schematic to show the pillar forest on the fracture interface. $L_{g}$ is the fracture interface distance. (b) Schematic to show the pillar length in a function of time. (c) Schematic to show the pillar radius in a function of time.
the interface. The corresponding time for the length $L(t)=L_{g}$ is $t_{g}$ (Fig. 6b). Before time $t_{g}$, no pillar bridges the interface, so the interfacial bonding is expected to be zero. After time $t_{g}$, the interfacial bonding becomes non-zero and begins to increase. The interfacial bonding increase is due to two factors: (1) More and more pillars attach cross the interface; and (2) the bridged pillars are becoming bigger in the radius. After $L(t)=L_{g}$, we here assume that radius expanding law still follows Eq. (17) (Fig. 6c), because the pillar radius is independent of the pillar length $L$ (revealed from Eq. (17)).

At time $t\left(t>t_{g}\right)$, the pillars bridging the interface can be considered as those nucleated during time 0 to $t-t_{g}$. Therefore, the total number of pillars bridging the interface per unit interface area can be written as

$$
\begin{equation*}
N_{p}(t)=\int_{0}^{t-t_{g}} \dot{N}_{n e t}(\tau) d \tau \tag{21}
\end{equation*}
$$

These bridged pillars have different radii. The total cross-section area of the bridged pillars per unit interface area can be calculated as (Fig. 6c)

$$
\begin{equation*}
A(t)=\int_{t_{g}}^{t} \dot{N}_{n e t}(t-\tau) \pi r^{2}(\tau) d \tau \tag{22}
\end{equation*}
$$

### 3.3. Cohesive modeling of the healed interface

After modeling the crystal growth on the healed interface, we study the interfacial strength of the healed interface. Under a sufficiently large load in the three-point-bending test, the healed interface may fracture in the following two modes: interfacial fracture between the crystals and ceramic and cohesive fracture within the crystals. To determine which mode dominates, we break the healed sample into two parts and find $\mathrm{CaCO}_{3}$ crystals can be found on both fracture interfaces (Fig. 7). This evidence verifies that the bonding strength between the $\mathrm{CaCO}_{3}$ crystals and the ceramic surface is stronger than the cohesive strength of the $\mathrm{CaCO}_{3}$ crystals. Therefore, during the fracture of the healed region, the cohesive fracture of the bridged crystals dominates over the interfacial fracture between the crystals and the ceramic.

To model the interfacial strength of the healed interface, we consider the healed region as an effective continuum medium using a cohesive zone model (Fig. 8a) (Elices et al., 2002). A bilinear traction-separation law is employed, written as (Fig. 8b)

$$
T_{n}= \begin{cases}\frac{S_{h}}{\delta_{0}} \delta_{n}, & 0 \leq \delta_{n} \leq \delta_{0}  \tag{23}\\ 2 S_{h}-\frac{S_{h}}{\delta_{0}} \delta_{n}, & \delta_{0}<\delta_{n} \leq 2 \delta_{0}\end{cases}
$$

where $T_{n}$ is the normal traction, $\delta_{n}$ is the normal separation displacement, $S_{h}$ is the normal cohesive strength, $2 \delta_{0}$ is the maximal separation displacement. Considering the thickness of the cohesive zone as the fracture interface distance $L_{g}$, we


Fig. 7. A broken healed sample on day 10 and corresponding SEM images of two fracture interfaces.


Fig. 8. (a) Cohesive zone model for the healed interface. (b) A bilinear traction-separation model for the cohesive zone.
can calculate the maximal separation displacement $2 \delta_{0}$ using Young's modulus of the cohesive zone $E_{h}$, written as (Fig. 8b)

$$
\begin{equation*}
\delta_{0}=\frac{S_{h}}{E_{h}} L_{g} \tag{24}
\end{equation*}
$$

Note that we here assume the damage initiation displacement is half of the maximum separation displacement. This assumption is to make sure that the cohesive zone model can be constructed with three governing parameters: Young's modulus of the cohesive zone $E_{h}$, The normal cohesive strength $S_{h}$, and the gap distance $L_{g}$. To model the damage initiation of the cohesive zone, we employ a quadratic stress criterion as

$$
\begin{equation*}
\left(\frac{t_{n}}{S_{h}}\right)^{2}+\left(\frac{t_{s}}{S_{h}}\right)^{2}=1 \tag{25}
\end{equation*}
$$

where $t_{n}$ and $t_{s}$ are nominal stresses on the crack surface in the normal and shear directions, respectively.
The normal cohesive strength $S_{h}$ and the Young's modulus $E_{h}$ of the cohesive zone change during the crystal growth process. at the initial state, no crystal pillars bridge the fracture interface; and thus, the cohesive strength and the modulus are effectively zero. As more and more crystal pillars bridge the fracture interface, the cohesive strength becomes stronger and the effective stiffness of the healed region becomes larger. Here, we make a rough assumption that the cohesive strength and stiffness of the precipitated crystal remain the same during the whole crystal growth process, denoted as $S_{0}$ and $E_{0}$, respectively. Then, the healed region is modeled as a cellular solid composed of bridged crystal pillars and air (Gibson and Ashby, 1999). Here, the geometry of the cellular solid can be modeled as a simple parallel shape: crystal pillar

Table 1
Employed parameters in the paper. The estimation basis is given for each parameter.

|  | Parameter | Physical meaning | Value | Basis |
| :---: | :---: | :---: | :---: | :---: |
| Parameters for healing | $C_{\text {bacteria }}^{0}($ cell $/ \mathrm{mL}$ ) | Initial concentration of bacteria Sporosarcina pasteurii | $10^{8}$ | Experiment |
|  | $C_{\text {urea }}^{0}(\mathrm{~mol} / \mathrm{L})$ | Initial concentration of urea | 0.33 | Experiment |
|  | $C_{C a^{2+}}^{0}(\mathrm{~mol} / \mathrm{L})$ | Initial concentration of calcium ions | 0.25 | Experiment |
|  | $k_{\text {cat }}\left(\mathrm{s}^{-1}\right)$ | Catalytic rate of urease | 3500 | (Johnson and Goody, 2011; Krajewska, 2009) |
|  | $K_{M}(\mathrm{~mol} / \mathrm{L})$ | Michaelis constant | $1.8 \times 10^{-2}$ | (Johnson and Goody, 2011; Krajewska, 2009) |
|  | $k_{b}(\mathrm{~mol} / \mathrm{L} / \mathrm{s} /(\mathrm{cell} / \mathrm{mL}))$ | Production rate of urease | $3 \times 10^{-21}$ | (Sarda et al., 2009) |
|  | $k_{c}(1 / \mathrm{s} /(\mathrm{mol} / \mathrm{L}))$ | Reaction rate of calcium ions and carbonate ions | 400 | (Reddy and Gaillard, 1981) |
|  | $k_{d}\left(1 / \mathrm{s} /(\mathrm{mol} / \mathrm{L})^{2}\right)$ | Bacterial death rate | 1000 | (Juška et al., 2006; Teleken et al., 2011; Zwietering et al., 1990) |
|  | $k_{u}\left(\mathrm{~s}^{-1}\right)$ | Nucleation rate parameter |  | Fitting for Fig. 16b |
|  |  |  | $1.07 \times 10^{26}$ |  |
|  | $C_{p}(\mathrm{~mol} / \mathrm{L})$ | Concentration of $\mathrm{CaCO}_{3}$ within the solid precipitation | 0.6 | Fitting for Fig. 16a |
|  | D ( $\mathrm{m}^{2} / \mathrm{s}$ ) | Diffusion coefficient of $\mathrm{CaCO}_{3}$ atoms within the solution | $1 \times 10^{-14}$ | (Grodzinsky, 2011) |
|  | $L_{g}(\mu \mathrm{~m})$ | Fracture interface gap distance | 300 | Experiment |
|  | $S_{0}(\mathrm{MPa})$ | Cohesive strength of the precipitated crystal solid | 1.94 | Experiment |
|  | $E_{0}(\mathrm{MPa})$ | Young's modulus of the precipitated crystal solid | 290 | Experiment |
|  | $\gamma_{h}$ | Poisson's ratio of cohesive zone | 0.3 | Estimation for rigid solid |
| Parameters for ceramics | $E_{\text {cer }}(\mathrm{MPa})$ | Young's modulus of the employed porous ceramic | 175 | Experiment |
|  | $\gamma_{\text {cer }}$ | Poisson's ratio of the employed porous ceramic | 0.3 | Estimation for rigid solid |
| Parameters for cements | $E_{\text {cem }}(\mathrm{MPa})$ | Young's modulus of the employed cement | 200 | Experiment |
|  | $\gamma_{\text {cem }}$ | Poisson's ratio of the employed cement | 0.3 | Estimation for rigid solid |

and air phase are in parallel. Then, the effective strength and modulus of the cellular solid can be calculated as

$$
\begin{align*}
& S_{h}(t)=S_{0} A(t)  \tag{26}\\
& E_{h}(t)=E_{0} A(t) \tag{27}
\end{align*}
$$

where $A(t)$ is the cross-section area of the bridged pillars per unit interface area at healing time $t$, given by Eq. (22).

## 4. Modeling results

In this section, we present the modeling results for the bacteria-assisted production of the solution $\mathrm{CaCO}_{3}$, the growth of crystals, and cohesive modeling of the healed interface. The evolution of the healing strength versus the healing time will be elucidated. Effects of fracture interface distance, bacterial concentration, and calcium ions on the healing strength evolution will be depicted.

### 4.1. Bacteria-assisted production of solute $\mathrm{CaCO}_{3}$

To obtain the concentration of solute $\mathrm{CaCO}_{3}$, we need to solve the differentiation equations in Section 3.1 (Eqs. (1)-(6)) with adequate initial conditions. According to the measurement from the Thermo Scientific NanoDrop UV-VIS Spectrophotometer, the concentration of the bacteria Sporosarcina pasteurii is in the order of $10^{8}$ cell $/ \mathrm{mL}$ in the initial medium; thus, we assume $C_{\text {bacteria }}^{0}=10^{8}$ cell $/ \mathrm{mL}$. The initial concentrations of urea and calcium ions in the precipitation medium are given as $C_{\text {urea }}^{0}=0.33 \mathrm{~mol} / \mathrm{L}$ and $C_{C a^{2+}}^{0}=0.25 \mathrm{~mol} / \mathrm{L}$, respectively. After 24 h (day 1 ), the precipitation medium will be refreshed: removing half volume of the old precipitation medium and adding half volume of the new precipitation medium. The initial conditions for day 2 should be updated by averaging the concentrations of bacteria, urea, calcium ions, and urease. Thereafter, the initial condition for each day should be updated accordingly.

With adequate reaction parameters (Table 1), we can calculate the evolution of the concentrations of bacteria, urease, calcium ions $\mathrm{Ca}^{2+}$, and solute $\mathrm{CaCO}_{3}$, shown in Fig. 9. Within the first 7 h of day 1, the bacterial concentration decreases from $10^{8}$ cell $/ \mathrm{mL}$ to a plateau of $5.35 \times 10^{7}$ cell $/ \mathrm{mL}$ (Fig. 9a), the calcium ions concentration decreases from $0.25 \mathrm{~mol} / \mathrm{L}$ to $0 \mathrm{~mol} / \mathrm{L}$ (Fig. 9c), and the solute $\mathrm{CaCO}_{3}$ concentration increases from 0 to $0.25 \mathrm{~mol} / \mathrm{L}$ (Fig. 9d). Within the rest 17 h of day 1, we assume all solute $\mathrm{CaCO}_{3}$ can precipitate out as solid crystals, and the concentration of solute $\mathrm{CaCO}_{3}$ returns to 0


Fig. 9. Evolution of chemical concentrations over 10 days: (a) bacteria, (b) urease, (c) $\mathrm{Ca}^{2+}$, and (d) solute $\mathrm{CaCO}_{3}$.
at the end of day 1 . On day 2 , the initial concentrations of bacteria and $\mathrm{Ca}^{2+}$ are thus updated to $\left(10^{8}+5.35 \times 10^{7}\right) / 2=$ $7.68 \times 10^{7}$ cell $/ \mathrm{mL}$ and $0.25 / 2=0.125 \mathrm{~mol} / \mathrm{L}$, respectively. The concentration of solute $\mathrm{CaCO}_{3}$ increases from 0 to a plateau of $0.125 \mathrm{~mol} / \mathrm{L}$ within 3 h . The time required to reach the plateau concentration is shorter than that of day 1 , because the concentration of urease is higher than the corresponding time on day 1 (Fig. 9b). Thereafter on each day from 3-10, the concentration of solute $\mathrm{CaCO}_{3}$ increases from 0 to the plateau of $0.125 \mathrm{~mol} / \mathrm{L}$ within 1 h . As shown in Fig. 9d, the concentration of solute $\mathrm{CaCO}_{3}$ during the majority time of day $2-10$ can be approximated as

$$
\begin{equation*}
C_{c}=\frac{C_{C a^{2+}}^{0}}{2} \tag{28}
\end{equation*}
$$

Note that Eq. (28) is valid only under the following three conditions: (1) $C_{u r e a}^{0}>C_{C a^{2}+}^{0}$; (2) the half volume of the old precipitation medium will be refreshed with the new precipitation medium every 24 h (a day); and (3) the initial concentration of bacteria $C_{\text {bacteria }}^{0}$ is high enough to enable a rapid increasing of the concentration of solute $\mathrm{CaCO}_{3}$ to the plateau within a very short time after day 1.

### 4.2. Bridged pillar: radius and length

From day 2, the concentration of solute $\mathrm{CaCO}_{3}$ can be approximated as $C_{c}=C_{C a^{2+}}^{0} / 2$. With Eq. (17), we can obtain the analytical solution for the pillar radius, written as

$$
\begin{equation*}
r=\sqrt{\frac{D C_{\mathrm{Ca}^{2+}}^{0} t}{C_{p}\left(1+\sqrt{\frac{4 C_{p}-C_{C a^{2+}}^{0}}{C_{C a^{2+}}^{0}}}\right)}} \tag{29}
\end{equation*}
$$



Fig. 10. Theoretically calculated(a) pillar length and (b) radius in functions of healing time.

Using Eq. (19), we can also obtain the analytical solution for the pillar length, calculated as

$$
\begin{equation*}
L=\frac{D\left(2 C_{p}-C_{C a^{2+}}^{0}\right.}{2 C_{C a^{2+}}^{0}} \sqrt{\frac{C_{p}\left(1+\sqrt{\frac{4 C_{p}-C_{C a^{2}}^{0}}{C_{C a^{2+}}^{0}}}\right) t}{D C_{C a^{2+}}^{0}}} \tag{30}
\end{equation*}
$$

When $L=L_{g}$, the crystal pillars begin to bridge the fracture interface. The corresponding time $t_{g}$ can be calculated as

$$
\begin{equation*}
t_{g}=\frac{L_{g}^{2}}{\left[\frac{D\left(2 C_{p}-C_{C a^{2+}}^{0}\right.}{2 C_{C a^{2+}}^{0}}\right]^{2} \frac{C_{p}\left(1+\sqrt{\frac{4 C_{p}-C_{C a^{2}}^{0}}{C_{C a^{2+}}^{0}}}\right)}{D C_{C a^{2+}}^{0}}} \tag{31}
\end{equation*}
$$

With adequate parameters (Table 1), we present the theoretically calculated results for the pillar length and radius in Fig. 10. As shown in Fig. 10a, when $L_{g}=300 \mu \mathrm{~m}$ (used in the experiment), $t_{g}=3$ day. It means that no crystal pillars bridge the fracture interface before day 3 and the corresponding interfacial bonding is also zero. After $t_{g}$, the length of the bridged pillars does not change anymore (Fig. 10a), but their radii keep increasing approximately following Eq. (29) (Fig. 10b).

### 4.3. Evolution of interfacial healing strength

To calculate the interfacial healing strength, we need the following three steps: We first using the chemical kinetics to obtain the plateau bacterial concentration on days $2-10$. With the adequate parameters, we obtain $C_{\text {bacteria }}^{p} \approx 5.74 \times$ $10^{7}$ cell/mL. Then, using Eqs. (9), (22), and (29), we calculate the area of the bridged pillars per unit interface area as

$$
\begin{equation*}
A(t)=\frac{\pi D C_{C a^{2+}}^{0} k_{u} C_{\text {bacteria }}^{p}}{2 C_{p}\left(1+\sqrt{\frac{4 C_{p}-C_{c^{2}}++}{C_{C a^{2+}}}}\right)}\left(t^{2}-t_{g}^{2}\right) \tag{32}
\end{equation*}
$$

when $A(t)=1$, the time is calculated as

$$
\begin{equation*}
t_{1}=\sqrt{\frac{2 C_{p}\left(1+\sqrt{\frac{4 C_{p}-C_{C a^{2+}}^{0}}{C_{C a^{2+}}^{0}}}\right)}{\pi D C_{C a^{2+}}^{0} k_{u} C_{\text {bacteria }}^{p}}+t_{g}^{2}} \tag{33}
\end{equation*}
$$

Note that Eq. (32) is only used for $t_{g} \leq t \leq t_{1}$. When $t<t_{g}, A(t)=0$; and when $t>t_{1}, A(t)=1$. With adequate parameters (Table 1), the theoretically calculated $A(t)$ is plotted in Fig. 11a. Then, with given $E_{0}$ and $S_{0}$ that are used in


Fig. 11. Theoretically calculated (a) bridged area ratio, (b) effective Young's modulus and (c) effective tensile strength of the cohesive zone in functions of healing days.

Eqs. (26) and (27), we can plot the theoretically calculated tensile strength $S_{h}$ and Young's modulus $E_{h}$ of the healed cohesive zone, shown in Fig. 11bc, respectively.

With the property parameters of the healed cohesive zone and the parent material (Table 1), we can carry out the simulations for the cohesive fractures under three-point bending using a finite element package, ABAQUS 6.14 (Fig. 8a). 2D plane-stress models with three parts (two ceramic parts and the center cohesive element) were constructed. Bilinear traction-separation laws were employed to model the cohesive zone elements (Fig. 8b). Quadratic stress criterion was used to determine the damage initiation (Eq. (25)). We employed CPS4R elements to model the ceramic parts and COH2D4 elements to model the cohesive zone. Simulation accuracy was ensured through a mesh refinement study. Representative simulations for the samples on days 4, 6, 8 and 10 are shown in Fig. 12a-d. As shown in the simulations, the critical displacement of the denting load for the fracture initiation is zero before day 3 , and then increases to a plateau after $t=8.25$ day (Fig. $12 e$ ). For the samples on each day after day 3, the applied load initially increases with the increasing displacement, and then drastically decreases after a critical load $F_{c}$ (Fig. 12f). With the dimension of the three-point bending tests, we can calculate the flexural strength of the healed interface as

$$
\begin{equation*}
\sigma_{h}=\frac{3 F_{c} L_{s}}{2 w d} \tag{34}
\end{equation*}
$$

where $L_{s}$ is the length of the support span, $w$ is the sample width, and $d$ is the sample thickness. If we denote the flexural strength of the virgin sample as $\sigma_{0}$, the healing strength ratio can be defined as

$$
\begin{equation*}
\eta=\frac{\sigma_{h}}{\sigma_{0}} \tag{35}
\end{equation*}
$$



Fig. 12. (a-d) Simulations for the three-point-bending of the healed samples on healing days $4,6,8$, and 10 . (e) Critical displacement of the denting load for the crack initiation in a function of healing time. (f) Load-displacement relationships of the three-point-bending tests of healed samples on healing days $4,6,8$, and $10 .(\mathrm{g})$ The numerically simulated healing strength ratio in a function of healing time.

As shown in Fig. 12g, the healing strength ratio increases after $t_{g}=3$ day, and then reaches the plateau of 1 after $t=$ 8.25 day. The healing strength ratio cannot be larger than 1 in the theoretical calculation, because the fracture will occur outside of the healing interface if the healing interface is stronger than the parament material; therefore, the overall flexural strength cannot be larger than the flexural strength of the parament material. To facilitate the following discussion, we further define the healing time corresponding to $\eta=90 \%$ as the equilibrium healing time, denoted as $t_{e q}$.

### 4.4. Effect of parameters on the healed interfacial strength

In this section, we will discuss the effect of three parameters on the healing performance: fracture interface distance, initial concentration of bacteria, and initial concentration of calcium ions.

### 4.4.1. Effect of fracture interface distance

As the fracture interface distance $L_{g}$ increases, the required minimal time $t_{g}$ to enable non-zero healing strength increases quadratically (Eq. (31), Fig. 13a). Subsequently, the bridged area ratio $A(t)$ and the healing strength ratio $\eta$ for various interface distances can be calculated and plotted in Fig. 13b and c, respectively. Then, the equilibrium healing time $t_{e q}$ corresponding to $90 \%$ healing for various interface distances is shown in Fig. 13d. As shown in Fig. 13d, $t_{e q}$ increases with increasing interface distance $L_{g}$, because larger distance requires a longer time to bridge the fracture interface. Besides, we find that $t_{e q}$ cannot decrease to a very small value but reaches a plateau as the interface distance $L_{g}$ deceases. The plateau equilibrium healing time is around 7.3 days.

### 4.4.2. Effect of the initial concentration of bacteria

For different initial concentrations of bacteria $C_{\text {bacteria }}^{0}$, the plateau bacterial concentration $C_{\text {bacteria }}^{p}$ can be first calculated. Then, the bridged area ratio $A(t)$ and the healing strength ratio $\eta$ can be calculated and plotted in Fig. 14a and b, respectively. Since $L_{g}$ and $C_{C a^{2}}^{0}$ are unchanged, the minimal healing time $t_{g}$ is unchanged. However, the equilibrium healing time $t_{e q}$ decreases with the increasing initial bacterial concentrations (Fig. 14c), because higher concentration of the bacteria enables higher rates of crystal nucleation and growth.

### 4.4.3. Effect of the initial concentration of calcium ions

Revealed from Eq. (29), the pillar radius increases with increasing initial concentrations of $\mathrm{Ca}^{2+}$ (Fig. 15a). However, revealed from Eq. (30), the pillar length decreases with increasing initial concentrations of $\mathrm{Ca}^{2+}$ (Fig. 15b). This is probably because that the pillar with smaller radius tends to grow easier. With the calculated pillar radius and length, the bridged area ratio $A(t)$, the healing strength ratio $\eta$, and the corresponding equilibrium healing time $t_{e q}$ can be calculated and plotted in Fig. $15 \mathrm{c}-\mathrm{e}$, respectively. Because the reverse trends of the pillar radius and length, the equilibrium healing time $t_{e q}$ first decreases and then increases with increasing $C_{C a^{2}+}^{0}$. The first decreasing is because that the higher $C_{C a^{2+}}^{0}$ leads to larger pillar


Fig. 13. Effect of the fracture interface distance. (a) The minimal time for interfacial bridging $t_{g}$ in a function of the fracture interface distance $L_{g}$. (b) The bridged area ratios for various interface distances in functions of time. (c) The healing strength ratios for various interface distances in functions of time. (d) The equilibrium healing time in a function of the interface distance.


Fig. 14. Effect of the initial bacterial concentration. (a) The bridged area ratios for various initial bacterial concentrations in functions of time. (b) The healing strength ratios for various initial bacterial concentrations in functions of time. (c) The equilibrium healing time in a function of the initial bacterial concentration.


Fig. 15. Effect of the initial $\mathrm{Ca}^{2+}$ concentration. (a) The pillar radii and (b) length for various initial $\mathrm{Ca}^{2+}$ concentrations in functions of time. (c) The bridged area ratios and (d) The healing strength ratios for various initial $\mathrm{Ca}^{2+}$ concentrations in functions of time. (e) The equilibrium healing time in a function of the initial $\mathrm{Ca}^{2+}$ concentration.


Fig. 16. Comparison with experimentally measured results of crystal precipitations. (a) The experimentally measured and theoretically calculated pillar diameters in functions of time. (b) The experimentally measured and theoretically calculated covered area ratios in functions of time.
radius; the latter increasing is because that too high $C_{C a^{2+}}^{0}$ induces a reduced pillar growth length. The initial concentration of $\mathrm{Ca}^{2+}$ corresponding to smallest equilibrium healing time is around $0.2-0.26 \mathrm{~mol} / \mathrm{L}$. The employed initial concentration of $\mathrm{Ca}^{2+}$ used in the experiment is $C_{\mathrm{Ca}^{2+}}^{0}=0.25 \mathrm{~mol} / \mathrm{L}$.


Figure 17. Comparison with experimental results on bacteria-assisted healing of ceramics. (a) The experimentally measured and theoretically calculated load-displacement curves for healed samples on healing days $4,6,8$, and 10 . (b) The experimentally measured and theoretically calculated healing strength ratios in functions of time.

## 5. Comparison with experiments

### 5.1. Compared with ceramic experiments

We here first compare the modeling results with the experiments on ceramics. From the SEM images of the fractured interfaces of the healed samples for various healing days, we roughly measured the diameters ( $2 r$ ) and the covered area ratios of the crystals (Fig. 16ab). From Eq. (29), we can plot the theoretically calculated pillar diameters which roughly agree with the experimentally measured results (Fig. 16a). Besides, the covered area ratio can be calculated using

$$
\begin{equation*}
A_{c}(t)=\int_{0}^{t} \dot{N}_{n e t}(t-\tau) \pi r^{2}(\tau) d \tau \tag{36}
\end{equation*}
$$

Using Eqs. (9) and 29, the covered area ratio can be formulated as

$$
\begin{equation*}
A_{c}(t)=\frac{\pi D C_{C a^{2}+}^{0} k_{u} C_{\text {bacteria }}^{p}}{2 C_{p}\left(1+\sqrt{\frac{4 C_{p}-C_{C a^{2+}}^{0}}{C_{c a^{2+}}^{0}}}\right)} t^{2} \tag{37}
\end{equation*}
$$

Note that $A_{c}(t)$ is different from $A(t)$ because non-bridged crystal pillars can also be counted in $A_{c}(t)$. Different from $A(t)$, $A_{c}(t)$ increases from zero at time $t=0$. After $A_{c}(t)=1, A_{c}(t)$ will remain at the plateau of 1 . The theoretically calculated $A_{c}(t)$ is plotted in Fig. 16b, which shows that the theoretically calculated covered area ratio roughly agrees with the experimental results. The comparisons shown in Fig. 16 verify that the proposed model can roughly explain the crystal precipitation within the fracture interface.

Next, we examine if the proposed model can explain the mechanical properties of the three-point bending tests. Fig. 17a shows the direct comparison between the numerically calculated load-displacement curves and the corresponding experimental results of the three-point bending tests on healed samples for various healing days. The numerically calculated results can capture the trend of the load-displacement curves, while the experimentally measured load-displacement curves are more complex. It is probably because that the bacteria-assisted precipitation of crystals may be more complex than merely pillar shape. However, the numerically calculated effective healing strength ratios for various healing days are consistent with the experimental results (Fig. 17b). This implies that though the assumed crystal growth geometry in the proposed model may be not fully correct to reveal the real crystal geometry on the healing interface, the overall mechanics behavior of the crystal-precipitation-enabled healing can be well captured.


Fig. 18. Comparison with experimental results on bacteria-assisted healing of cement. The experimentally measured and theoretically calculated healing strength ratio in a function of time.

### 5.2. Compared with cement experiments

To further verify the proposed model, we employ the proposed model to explain the crystal-precipitation-enabled healing of fractured cement (Figs. 4 and 18). We use the same experimental condition to enable the interfacial healing of fractured cement. Overall, the experimentally measured healing strengths for various healing days are very similar to those of the ceramics. Our model system can roughly explain the relationship between the healing strength ratio and the healing day (Fig. 18). It shows that the proposed model may be helpful for explaining the existing experiments on microorganismassisted healing of cementitious materials (Achal and Mukherjee, 2015; Jonkers et al., 2010; Luo et al., 2018; Nguyen et al., 2018; Wang et al., 2014).

## 6. Conclusive remarks

In summary, taking bacterial-precipitation-enabled healing as an example, we construct a modeling framework to explain the extrinsic healing mechanics. We develop a model for the growth of crystal pillars to explain the bacteria-assisted growth of the $\mathrm{CaCO}_{3}$ precipitation within the fracture interface, and a cohesive zone model to explain the interfacial bonding. Our modeling framework can explain the evolution of the interfacial healing strength over the healing time. The modeling results are consistent with the bacteria-assisted healing experiments of ceramics and cement. We expect this model system can be further extended to explain other precipitation-enabled extrinsic healing processes.

Note that the present model system is totally different from the model systems for the intrinsic healing mechanics proposed by Wang et al. (2017), Xin et al. (2019), Yu et al. (2019a, 2018, 2019b). As the first-generation model for the extrinsic healing mechanics, the current model system is highly simplified to avoid complex computations. First, adequate initial concentrations of bacteria, urea, and calcium ions are given to enable an approximately constant concentration of the solute $\mathrm{CaCO}_{3}$ after day 1 . This condition significantly simplifies the calculation of the crystal pillar diameter and length. Second, the crystal is modeled as a pillar that bridges the fracture interface. From the SEM images in Fig. 3 c , this assumption can only partially capture the physics. Third, the growth of each pillar is assumed as an independent behavior. As shown in the SEM images in Fig. 3c, adjacent pillars may intensively interact during the growth process. Our assumption of independent growth can drastically reduce the complexity of the problem. Fourth, here we only focus on strain crack propagation, but the proposed healing model can be extended to explain other fracture geometries. Finite element models with the cohesive zone elements can be used to simulate the crack propagation for other fracture geometries.

As mentioned earlier, the proposed mechanism may be used to heal 3D-printed ceramics. The application in healing 3D-printed ceramics may be achieved through two possible routes: (A) If the 3D-printed ceramic structure is broken into two parts, they can be brought into contact with a small interfacial gap (e.g., $300 \mu \mathrm{~m}$ ), and then healed by bacteria-assisted crystal precipitation. (B) The bacterial and precipitation media can also be pre-filled in the ceramic pores. If there are cracks or damages, the precipitated crystals can fill the crack space to autonomously restore the mechanical strength. In addition, compared to intrinsically healable polymers whose healing time is typically in the order of hours (Binder, 2013; Li et al., 2018; Roy et al., 2015; Taylor, 2016; Thakur and Kessler, 2015; van der Zwaag, 2007; Wei et al., 2014; Wojtecki et al., 2011; Wu et al., 2008; Yang and Urban, 2013), the crystal-precipitation-enabled healing shown in this paper requires several days. This time scale is because of the slow process of the crystal nucleation and growth. On the other hand, the healing of a fractured human bone relies on stem cells called osteoblasts to precipitate mineralized calluses (primarily $\mathrm{Ca}_{10}\left(\mathrm{PO}_{4}\right)_{6}(\mathrm{OH})_{2}$ ) to bridge fracture interfaces (Guan et al., 2012; Schindeler et al., 2008; Taylor et al., 2007). Compared to the callus-precipitation-enabled repairing of human bones that typically requires months (Guan et al., 2012; Schindeler et al., 2008; Taylor et al., 2007), the time scale for the bacteria-assisted healing of ceramics is acceptable.
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