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Abstract—Peer-reviewed publications and patents serve as
important signatures of knowledge generation, and therefore
the authors and their organizations can represent agents of
intellectual transformation. Accurate tracking of these players
enables scholars to follow knowledge evolution. However, while
author name disambiguation has been discussed extensively, less
is known about the impact of organization name on bibliometric
studies. We expand here on the recently defined phenomenon
of “onomastic profusion,” high-frequency words used in orga-
nization names for semantic reasons, and thus contributing a
non-random source of error to bibliographic studies. We use the
Small Business Innovation Research (SBIR) Phase I awardees of
the National Aeronautics and Space Administration (NASA) as a
use case in the field of engineering innovation. We find that firms
in California or Massachusetts experience a six percent decrease
in the likelihood of using the word “Technologies” in their names.
Furthermore, use of the words “Research” and “Science” is
linked to doubling the number of awards. We illustrate that,
in aggregate, firms executing rational strategic naming decisions
can create deterministic bibliometric challenges.

Index Terms—disambiguation, names, patents, NLP, bibliomet-
ric, NASA, SBIR

INTRODUCTION

The creation and evolution of technology plays an important
role in economic growth [1], and at the earliest stages it can
be traced through dissemination processes, such as publication
and patenting [2]–[5]. This tracking process requires identifica-
tion and labeling of each named entity (NE) participating as an
agent. To date, significant attention has been paid to challenges
in author identification [6]–[8], such as gender prediction and
author nationality [9].

Two key considerations are the appearance of synonyms, a
single name in multiple forms, and homonyms, a name shared
by different entities [10]. The latter issue is the principal

This research was funded in part by the National Science Foundation
(NSF) I-Corps awards 1444080 and 1740721. Any opinions, findings, or
recommendations expressed in this paper are those of the authors and do
not necessarily reflect the views of the aforementioned organizations.

concern of this study. Bibliometric onomastics, the study of
proper names, has not yet focused on entity names and the
associated impact on accurate disambiguation.

Unlike individual names, organizational entity names are not
randomly assigned but instead are deterministic, as they result
from important branding decisions [11]–[13]. Competitive
equilibrium theory predicts that firms using existing words will
be attracted to the same terms [14]. This strategy, pursued in
parallel by multiple companies, leads to certain words appear-
ing in firm names at high frequency. In this paper, we expand
on the first reports of this phenomenon, termed “onomastic
profusion” [15]. We use a publicly available list of recipients
of the National Aeronautics and Space Administration (NASA)
Small Business Innovation Research (SBIR) Phase I awards as
a relevant sample to demonstrate how naming strategies impact
bibliometrics.

NAMES AND MARKETING STRATEGY

Fundamentally, naming a new venture is an exercise in
addressing the “liability of newness” [16] in order to gen-
erate legitimacy with potential stakeholders. Moreover, names
impart information on the quality of the firm [17]. Therefore,
name choice is an important decision [11]–[13]. Kohli and
Suri describe the set of possible strategies for brand names in
general [18]:

• Descriptive (“General Motors” cars)
• Suggestive (“Mr. Clean” cleaners)
• Arbitrary (“Apple” computers)
• Coined (“Microsoft” software)
These four alternatives can be categorized simply as mean-

ingful (descriptive or suggestive) or non-meaningful (arbitrary
or coined) [19]. How should firms select from this list of
alternatives?

Marketing scholars have identified factors that may inform
this decision. Meaningful names offer two benefits in that they
are both easier to recall and they create better responses than



their non-meaningful counterparts [18]. Furthermore, brand
names that suggest a benefit lead to better recall of the
indicated benefit [20]. The impact of names goes beyond
product lines to corporate finance. Early-stage investors prefer
ventures with unique names, but investors in more mature
firms - where the risk is lower - prefer simpler names [21].

Consequently, leaders of firms in a crowded marketplace
should select meaningful, simple names that convey benefits
and lower risk. If a market participant identifies a strategic
option that confers an advantage, equilibrium theory predicts
that all competitors will make the same selection [14]. In
the technology innovation context, this effect manifests as
companies converging on a small set of words implying
applied technical research. Indeed, as more firms select from a
limited word palette, other market players may perceive lower
risk simply through the ubiquity of those words. To some
extent the words lose their meaning in extremis; for instance,
if everyone selects the word “unique” then it becomes a poor
descriptor, as noted by Klink [22].

Despite this semantic dilution, as a market reaches equi-
librium, companies naturally move toward selecting the same
words in their names. This equilibration is the origin of the
previously observed onomastic profusion. It generates a new
set of homonyms that can confound clustering or manual
(supervised) disambiguation processes [15], similarly to the
prevalence of certain names among Chinese authors [10].

Importantly, unlike author name disambiguation problems
that occur randomly, such as misspelling or variable use
of middle initials, onomastic profusion causes determinis-
tic clustering challenges because firm name selection is a
deliberate strategic choice. Therefore, errors in identifying
intellectual assets could be correlated with other observable
firm characteristics.

DATA ANALYSIS

Corpus generation

To demonstrate the challenge, we use the publicly available
set of awardees of the NASA SBIR program, a flagship
initiative of the United States government to support small
businesses as performers of federal research. Outcomes have
been discussed extensively in the literature as contributions
to the national ecosystem [23]–[25]. Awards are made in two
Phases, with a Phase I award required as eligibility for Phase
II. Because Phase I selection is associated with evaluations of
legitimacy [26], we hypothesized that the effects of naming
decisions would appear in the Phase I award pool.

We downloaded1 the complete list of Phase I awardees
and pre-processed them to remove entity identifiers such as
“Inc.”, “LLC”, and “Incorporated.” Because records included
the firm address, we also created a binary flag set to one
(and zero otherwise) if the firm was located in California or
Massachusetts, as these states report high levels of success
in innovation and small business growth [24], [27], [28].
Firms from these two states represented 30.4% of our sample.

1sbir.gov

Furthermore, records included the number of Phase I awards2

associated with the firm throughout the program’s history. A
corpus of 3,463 firm names was generated.

Word frequencies

We generated a word cloud of the corpus (Fig. 1) and
discovered that, as predicted, certain words associated with
technological innovation appeared at high frequency. We stud-
ied this distribution via binary flags set to one if a given
word appeared in a firm’s name; these were not exclusive,
as discussed further below. The frequencies indicated that the
word “Technologies” appeared in almost nine percent of the
firm names, and “Technology” appeared in more than five
percent (Table I) - in other words, as a stemmed token this
term was used in roughly one of seven firm names. Similarly,
“Systems” appeared in more than seven percent of the names.
These words generally connoted technical innovation.

Fig. 1: Word cloud of corpus of names of firms receiving
NASA SBIR Phase I awards.

TABLE I: Frequencies of words appearing in NASA SBIR
Phase I awardee names

Word Percent
Technologies 8.75
Systems 7.59
Research 6.18
Technology 5.54
Engineering 3.87
Science 2.19
Advanced 2.17
Solutions 2.11
Applied 1.53
Scientific 1.18

Notes: The total number of observations was 3,463. The data were downloaded
from the SBIR web site as NASA SBIR Phase I awardees. Firm names were
pre-processed to remove entity identifiers such as “Inc.” and ”LLC.”

Many of the firm names used more than one of the
words, presumably to hedge their bets in selecting strategic
options. Examples of co-occurrence include: Advanced Cool-
ing Technologies, Inc.; Advanced Materials Technology, Inc.;

2Phase II awards were not included in this variable.



Advanced Systems and Technologies, Inc.; and Advanced Sci-
ence and Novel Technology. We explored this co-occurrence
through a correlation matrix (Table II) and found that that the
words “Applied” and “Science” had a statistically significant
correlation coefficient of 13 percent, consistent with the goals
of a program designed to bring engineering discovery to
the federal government. “Applied” was also associated with
“Research” (ρ = 9%). This adjective-noun correlation has
important implications in bibliometric scholarship [29]. On the
other hand, “Technologies” was generally anticorrelated with
most of the other words considered here.

TABLE II: Correlations between words
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Technologies
Systems -0.08***

Research -0.07*** -0.06**
Technology -0.08*** -0.05** -0.03
Engineering -0.05** 0.01 -0.02 -0.05**

Science -0.04* -0.03 -0.02 0.04*
Advanced 0.04* -0.01 -0.01 0.02 -0.01
Solutions -0.05** -0.04* -0.02 0.02 -0.02 0.05**

Applied 0.02 -0.01 0.09*** 0.03 0.13*** -0.02
Scientific -0.01 -0.02 0.02 -0.03 -0.02 0.00

Notes: The total number of observations was 3,463. The data were downloaded from
the SBIR web site as NASA SBIR Phase I awardees. Firm names were pre-processed to
remove entity identifiers such as “Inc.” and ”LLC.” Binary variables were set to one if the
word appears in the firm’s name. The words “Engineering,” “Solutions,” and “Applied”
are excluded from this table because all correlation coefficients not yet noted in the rows
were statistically insignificant. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Impacts

To explore the impacts more thoroughly, we conducted
regressions on two different outcomes (Table III). We first
examined the association of specific words for firms located in
California or Massachusetts, reasoning that those firms would
have less need to demonstrate legitimacy in their names. We
conducted a logistic regression to estimate the probability of
the firm’s location in California or Massachusetts (model 1)
based on its firm name and found that the word “Technolo-
gies,” previously shown to be the most frequently used word,
was negatively associated with the likelihood of location in one
of these two key states with an average marginal effect (AME)
estimated at -6.51% (p < 0.028); the word “Technology”
does not show this effect. A weaker signal was seen for firms
using the word “Solutions,” with a decreased probability of
9.97% (p < 0.099). On the other hand, the word “Applied”
was associated with an increase of 10.5% (p < 0.082) in the
probability of being located in California or Massachusetts.
In other words, the most common word (“Technologies”)
connoting innovation was selected by firms in states reporting
lower innovation measures. This is consistent with naming as
a strategy to confer legitimacy.

In model 2 of Table III, we estimated the firm’s number of
Phase I awards with linear regressions. The covariates are the
binary variables indicating if the word appears in the firm’s
name. We found that the word “Research” in the firm’s name
is positively associated with a doubling of the number of Phase

I awards, as are both “Science” and “Scientific”. In robustness
checks, we confirmed that this was not mediated by a firm’s
presence or absence in California or Massachusetts nor by
other words.

TABLE III: Estimation of word use in firm name

Outcome
CA or MA Number of awards

(1) (2)
Technologies −0.308∗∗ (0.141) −0.166 (0.495)
Systems 0.180 (0.137) 0.169 (0.524)
Research 0.111 (0.152) 2.366∗∗∗ (0.578)
Technology 0.024 (0.162) −0.322 (0.607)
Engineering −0.006 (0.192) 0.276 (0.717)
Science −0.083 (0.257) 2.977∗∗∗ (0.951)
Advanced 0.059 (0.255) 0.152 (0.949)
Solutions −0.472∗ (0.287) −1.380 (0.963)
Applied 0.498∗ (0.287) −0.953 (1.137)
Scientific 0.279 (0.328) 2.363∗ (1.276)
Constant −0.823∗∗∗ (0.046) 3.497∗∗∗ (0.170)
Observations 3,463 3,463
Adjusted R2 0.007

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Notes: The total number of observations was 3,463. The data were
downloaded from the SBIR web site as NASA SBIR Phase I
awardees. Firm names were pre-processed to remove entity identifiers
such as “Inc.” and ”LLC.” Binary variables were set to one if the word
appears in the firm’s name. A logistic functional form was used for
model 1 and a linear regression was conducted for model 2. Standard
errors are reported in parentheses.

DISCUSSION AND FUTURE RESEARCH

In this work we have described why and how onomastic
profusion occurs. Consistent with marketing theory, words
connoting technical innovation appear with high frequency in
a list of recipient names for grants dedicated to this purpose.
Moreover, statistically significant correlations are observed
between select pairs of these words, implying that the words
may not be selected independently. The most commonly
used word, “Technologies,” appears in almost one-tenth of
the corpus, and it is associated with a 6% decrease in the
probability of the firm’s location in the two states with highest
innovation performance. Interestingly, the words “Research,”
“Science,” and “Scientific” are associated with a two-fold
increase in the firm’s number of awards. Naturally the model
is a poor fit (Adjusted R2 = 0.007) in that award decisions
are based on much more than the firm’s name; however, this
study indicates that there may be links between name, strategy,
and quality [17]. For instance, these words could be linked to
firms pursuing early-stage technologies with low Technology
Readiness Levels [30] aligned with the SBIR program’s goals.

These findings are important for NE disambiguation in
systems such as PatentsView, the United States Patent and
Trademark Office platform that uses a clustering process to
aggregate patents for both inventors and assignees [31], [32].
To date, scant attention has been paid to the assignee as a
confounding source. This study points to reasons that similar



names appear in the database. Indeed, Hotelling’s model states
that as product lines overlap more, so will the names if they
are perceived to provide advantages [14]. As a result, the
disaggregation problem should grow as the market becomes
more saturated and moves toward equilibrium; in other words,
onomastic profusion should scale with the maturity of the
market.

Several key areas emerge for further examination in natural
language processing scholarship. We did not consider bigrams,
or words that co-occur systematically. These co-occurrences
are important in business text identifying industries dynam-
ically [33]–[35]. It is not clear if bigrams are an important
naming strategy. Certainly the correlation matrix of Table II
suggests that the actors are using words in combination.

Our results add to the repository of practices in data
processing. We considered all parts of speech. Many busi-
ness text analyses limit their attention to nouns [35], but
the adjectives here (“Advanced,” “Applied”) contribute to the
naming decisions, suggesting the role of broader linguistics
considerations in onomastic studies [29]. In addition, we show
that stemming would have diluted the geographic link of
the word “Technologies” relative to “Technology.” Therefore,
stemming must be used carefully in pre-processing analysis
workflows in onomastics.

In addition, this study contributes to management research.
First, we did not explore eponymous firm names - namely,
those named after a founder. Belenzon and colleagues report
19 percent of a sample of European firms are eponymous [36].
We see eponymy in only one percent of our sample (estimated
thirty observations). However, a significant clustering problem
tied to A&P Technology was identified [15]; it was incorrectly
associated with several firms, including G&H Technology,
M&A Technology, and R&H Technology. It is not clear if
these letters are chosen eponymously. Research on the impact
of eponymy on firm outcome has shown mixed results [36]–
[38]. However, these data suggest that strategic semantic nam-
ing decisions outweigh eponymy in this particular population.

Another key reason to understand naming strategy is that
firms may change their names, generating synonym challenges
to disambiguation. The renaming decision is also typically
not random; companies with financial, reputational, or per-
formance problems are more likely to change their names
[39], [40]. Therefore, the semantic factors underlying naming
strategy can point to solutions in following low-performing
firms that change their names.

If the equilibrium model is correct, then in aggregate,
firm naming decisions should evolve with the maturity of
the field, as suggested previously [13]. For instance, firms
conducting semiconductor research may use these strategies
more commonly than companies engaged in synthetic biology,
a newer industrial sector. This question could be explored
directly and linked to federal innovation grants.

A final area of exploration would be to expand this study
to Phase II selection, gendered selection effects, and re-
lated questions around innovation financing. For instance, do
women use words like “Technologies” in their firm names to

improve their legitimacy in peer-reviewed processes relevant
to innovation, such as grant selection and patents [26], [41],
[42]? Organizational names must be considered as another
instrument in the strategic tool box [11]–[13], and thus they
impact management scholarship and bibliometric studies.

CONCLUSION

Intellectual asset production can be effectively tracked in
publications and patents, and this process can illuminate how
value accrues to the host organization. To date disambiguation
scholarship has focused on the author rather than the entity.
Company naming is a calculated process. Onomastic profu-
sion takes place when many firms select the same words in
their names. Here we demonstrate that recipients of technical
innovation grants choose words such as “Technology” and
“Systems” at frequencies on the order of several percent. Cor-
relation coefficients indicate that the words are selected to sug-
gest innovation, and the most common word, “Technologies,”
is typically associated with firms from states reporting lower
innovation metrics. Use of the words “Research,” “Science,”
and “Scientific” is associated with the firm receiving twice as
many awards. Taken together, these findings suggest that firms
follow the predictions of competitive equilibrium theory to
confer legitimacy and select names for semantic reasons. As a
result, this high-frequency word selection underpins previously
observed challenges in disambiguation of patent data in a
deterministic, non-random way. These results have important
implications, particularly for scholars exploring innovation in
small companies.
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